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Abstract: The shift to renewable energy sources is essential for mitigating climate change, 

but it poses fresh challenges for environmentally responsible waste management. This 

article reviews and investigates the complex problems associated with the disposal of 

renewable energy components from an environmental, social, and governance (ESG) 

perspective. The article further highlights the need for thorough oversight and careful 

management of various components due to the environmental concerns associated with 

their disposal as they frequently contain hazardous elements. The social effects on 

communities impacted by disposal procedures are also explored, and the importance of fair 

distribution of benefits is emphasized. Transparency, accountability, and stakeholder 

involvement are bolstered by effective governance, which is a central theme of this 

discussion that draws on ESG concepts. Successful ESG-integrated disposal plans are 

demonstrated by industry case studies. Possible hindrances in sustainable disposal are also 

highlighted with firm suggestions on way-forward, which include technical innovation and 

global collaboration. The study underlines the irreplaceable role played by ESG in guiding 

responsible waste management toward a sustainable, green energy future. 
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1.0 Introduction 

The state of the global energy scene is extremely important. The need to switch to ecologically friendly and sustainable 

energy sources is more important than ever as the threat of climate change grows[1]. Renewable energy technologies 

have become highly instrumental in the fight against climate change in this period of unparalleled environmental 

difficulties[2]. They provide a means of cutting greenhouse gas emissions and laying the groundwork for a sustainable 

future since they can be used to harness plentiful, clean energy sources like solar, wind, and hydropower. Renewable 

energy sources draw on the plentiful, replenishable resources found in nature, as opposed to conventional fossil fuels, 

which diminish finite resources and increase greenhouse gas emissions[3]. A fundamental change in how we think 

about the production and use of energy is brought about by renewable energy technology [4] [5]. Renewable energy 

technologies mark a fundamental change in how we think about producing and using energy. A wide range of 

renewable energy technologies exist, along with their various applications and the revolutionary effects they have on 

the world's energy landscapes[6], [7]. A more ecologically conscious and sustainable energy paradigm is being 

ushered in by a number of technologies, including geothermal power plants, hydroelectric dams, and photovoltaic 

solar panels. These technologies have the potential to transform the energy industry and spark a more resilient, 

sustainable, and prosperous future for the world through innovation and broad adoption[8][9]. In order to mitigate 

climate change, which is a crisis that jeopardizes the ecological balance of our planet and the welfare of present and 

future generations, renewable energy solutions are essential. When it comes to solving some of the most important 

global issues of our day, renewable energy solutions are extremely important[10]. Growing amounts of greenhouse 

gases are being released into the atmosphere of the Earth as a result of the burning of fossil fuels for transportation, 

industrial activities, and the production of electricity. This has caused the oceans to become more acidic and resulted 

in rising global temperatures. Negligence has an adverse effect on ecosystems, human livelihoods, and the availability 

of food [11]. 

 

Renewable energy sources provide a lifeline as a cleaner, more sustainable option to conventional energy derived 

from fossil fuels. Through the capture of energy from renewable sources like sunshine, wind, and flowing water, these 

technologies help to minimize carbon emissions, reduce air pollution, and lessen our reliance on finite fossil fuel 

supplies[12]. They offer a workable way to slow down global warming and modify the planet's climate trajectory[13]. 

Reducing dependence on imported fossil fuels and diversifying energy sources might help countries improve their 

energy security and ease geopolitical tensions around energy resources [14]. Investing in renewable energy 

technologies reduces costs and promotes innovation. This supports the development of increasingly cost-effective and 

efficient solutions and promotes healthy competition in the energy market [15]. The renewable energy industry has 

proven that it is capable of promoting economic expansion. Jobs are created as a result of investments in renewable 

energy projects in manufacturing, research and development, and facility construction and operation. Renewable 

energy sources are essentially limitless, in contrast to finite fossil fuel supplies. The sun, wind, water, and the heat 

from the earth all serve as a plentiful and never-ending source of energy. Renewable energy technologies can offer a 

scalable and economical option for areas lacking access to cheap and dependable power. Remote locations may be 

able to receive electricity thanks to off-grid systems, especially those run by solar and wind power[16]. In contrast to 

massive hydropower dams, the environmental impact of many renewable technologies is negligible. Installations of 

solar and wind power, for instance, require very little land and do not interfere with ecosystems or wildlife habitats. 

Small-scale wind turbines and rooftop solar panels are examples of distributed renewable energy technologies that 

can improve grid resilience by decentralizing electricity generation[17]. As a result, there is less susceptibility to 

interruptions brought on by severe weather or other situations. Numerous renewable technologies have rather minimal 

environmental effects, in contrast to massive hydroelectric projects. Examples of renewable energy sources that do 
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not disturb ecosystems or wildlife habitats are solar and wind farms, which have very low requirements for land 

use.[18] 

 

The advantages of renewable energy technologies for the environment are however not without complexity. Although 

they greatly lower emissions while they are in operation, managing them after they reach the end of their useful life 

poses unique issues. To guarantee the sustainability of these technologies throughout their life cycles, the disposal of 

renewable energy components, such as solar panels, wind turbine blades, and energy storage devices, needs to be 

taken care of. 

 

The necessity of addressing the environmental and social issues related to waste disposal from sources of renewable 

energy is the rationale behind this study, which focuses on incorporating ESG frameworks for all-encompassing and 

sustainable solutions. Some of the significant aspects of this study include. 

• Integration of core principles of ESG: This research investigates how waste produced from renewable energy 

sources might be disposed of while considering ESG frameworks. For waste management procedures to be 

in line with more general sustainability objectives, integration is essential. 

• Renewably Sourced Energy through Sustainable Waste Management: The waste that is produced in tandem 

with the global transition to renewable energy sources—such as solar panels and wind turbine blades—

presents special difficulties. This study tackles the requirement for environmentally responsible waste 

management techniques that successfully reduce the negative effects of renewable energy technology on the 

environment. 

• Assessment of Environmental Impact: This study explores how waste disposal practices related to renewable 

energy technology affect the environment. To limit harm and improve the long-term viability of renewable 

energy sources, measures for minimizing their effects on the environment must be developed. 

• Implications to communities and the society: In ESG frameworks, the social and communal dimensions of 

sustainability are highlighted. This study evaluates the social effects of waste disposal techniques, taking 

community involvement, safety, and health into account. This more expansive viewpoint is essential for 

encouraging socially conscious behavior. 

• Regulatory compliance and governance: The management of waste is significantly influenced by governance 

principles. The regulatory frameworks and governance structures controlling the disposal of waste from 

renewable energy sources may be examined in the study. Responsible waste management techniques require 

an understanding of these standards and adherence to them. 

• Identifying best practices: The study pinpoints and assess best practices for ESG-compliant waste 

management utilizing renewable energy sources. These observations can be very helpful in guiding 

businesses, decision-makers, and practitioners toward the adoption of sustainable waste management 

practices. 

• Corporate Ethics and Reputation: Compliance with ESG guidelines for waste disposal is not just mandated 

by law but also an essential aspect of corporate social responsibility for businesses operating in the renewable 

energy space. The outcomes of this study provide insights into how businesses can improve their ESG 

performance, which would benefit their stakeholder interactions and reputation. 

• Policy Recommendations: The study could result in the creation of policy suggestions for governing bodies 

and oversight organizations. These suggestions can direct the creation of all-encompassing waste 

management regulations that support environmentally friendly practices in the renewable energy industry. 
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Summarily, this study contributes valuably by expanding the scope of knowledge, offering useful perspectives, and 

directing players in the renewable energy industry toward more environmentally friendly and socially conscious 

methods of disposing of waste. 

2.0 Environmental impact of end-of-life renewable energy technologies 

The amount of waste produced by retired systems and components is increasing along with the rapid adoption of 

renewable energy technology. These materials pose particular environmental issues when disposed of, even though 

they are linked to decreased emissions during their operational phase. As an illustration, although solar panels are 

praised for producing clean energy, they also include rare earth metals and other potentially dangerous components 

that need to be disposed of properly. Similar difficulties may arise with recycling and environmentally friendly 

disposal of wind turbine blades, which are frequently made of composite materials. It is important to consider the 

effects incorrect disposal has on the ecosystem. Ineffective waste management can have a negative impact on nearby 

ecosystems, pollute the land and water, and disturb habitats. In addition, it raises moral questions about how equally 

the effects of the trash should be distributed, since vulnerable populations may suffer disproportionately from 

inappropriate waste disposal methods[19]– [23]. Thus, in order to minimize the ecological impact associated with the 

decommissioning of renewable energy technology, the section addresses the adoption of responsible disposal 

procedures, recycling programs, and adherence to regulatory criteria. 

 

The idea of Environmental, Social, and Governance (ESG), arises as a guide to negotiate these environmental 

challenges and create a framework for responsible garbage disposal. As shown in Figure 1, ESG guidelines offer a 

comprehensive method for assessing the ethical and sustainable aspects of a company's operations, which includes 

waste management procedures[24], [25]. Beyond environmental factors, ESG also includes social factors and 

governance practices that affect an organization's operations and decision-making. ESG principles emphasize the 

significance of social consequences on communities, ecologically responsible waste management, and governance 

structures that give priority to long-term results in the context of renewable energy technology[26]. ESG provides a 

methodical way to evaluate and enhance waste management plans regarding elements of renewable energy.  Figure 1 

highlights the significance of responsibility, transparency, and stakeholder involvement, laying the foundation for an 

all-encompassing and responsible strategy for various renewable energy technologies' end-of-life phase [27]. 
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Figure 1. Relationship between ESG (Environmental, Social, and Governance) and renewable waste disposal 

 

The nuances of ESG are explored in this study with respect to the environmentally responsible removal of components 

of renewable energy in the pages that follow. In addition to providing case studies and best practices, we examine the 

environmental, social, and governance aspects that influence responsible waste management. The essay explains how 

important ESG is to building a just and sustainable future for renewable energy technology, because the promise of a 

greener, cleaner world depends on how end-of-life waste is disposed of [28]–[30]. 

 

2.1   Environmental considerations in the disposal of renewable energy technologies 

The use of renewable energy technologies is a promising development in the worldwide endeavor to combat climate 

change. Over the course of their useful lives, these technologies dramatically lower greenhouse gas emissions by 

utilizing energy from renewable resources like sunshine, wind, and water. The environmental issues surrounding the 

elimination of renewable energy technologies once their useful lives are done are, nevertheless, sometimes disregarded 

as the world adopts renewable energy at a faster rate. We will examine the environmental issues surrounding the 

elimination of these technologies in this discourse, stressing the significance of resource conservation, waste 

management, and responsible recycling [31]. Addressing climate change and securing an energy future that is 

sustainable depends on the expansion of the renewable energy sector. It is imperative to take into account the complete 

lifespan of these technologies, encompassing their disposal as well. In order to maintain renewable energy's 

sustainability from an environmental and financial standpoint, proactive approaches to waste disposal, recycling, and 

conserving resources are essential. An authentically green and sustainable energy transition depends on an ethical end-

of-life management of renewable energy technology, which is also an environmental concern [32]. Various 

considerations are discussed as follows. 
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A. Challenges in disposal 

There is a limited lifespan for each component in all forms of renewable energy technology, including energy storage 

systems, wind turbines, and solar panels. Decommissioning or replacement of these parts are eventually required. To 

prevent adverse environmental impacts, proper management of this material's disposal is necessary. For instance, 

dangerous materials like cadmium and lead are included in solar panels, despite their reputation for producing clean 

energy. These substances pose hazards to human health and ecosystems if they are not handled properly and leak into 

the environment [33]. In a similar vein, recycling wind turbine blades—which are frequently made of composite 

materials—can be difficult. These products could wind up in landfills, adding to the volume of rubbish and possibly 

contaminating it. Systems for storing energy, which are essential for maintaining grid stability and integrating 

intermittent renewable energy sources, may include parts that pose a risk to the environment. This is potentially 

hazardous materials contained in the batteries. 

 

B. Recycling as a Solution 

Recycling offers a viable way to lessen the negative environmental effects of disposing of renewable energy 

equipment. It is now feasible to retrieve important components from these devices because to advancements in 

recycling procedures. Recycling solar panels, for example, can salvage valuable metals and lessen the need to extract 

raw materials, thereby reducing environmental impact and preserving resources. When it comes to wind turbine 

blades, scientists are looking for inventive ways to reuse these materials, from building with them to creating new 

materials with other uses. Even though these initiatives remain in their initial phases, they show a rising dedication to 

lowering waste and its negative effects on the environment [34]. 

 

C. Waste Management 

Another essential element of ethical disposal is effective waste management. To avoid contaminating the environment, 

tight containment procedures, frequent monitoring, and the safe disposal of potentially hazardous material in landfills 

are crucial. The impact of trash from renewable energy sources is kept restricted and localized thanks to good waste 

management techniques[27]. 

 

D. Resource Conservation 

Resource conservation is one of sustainability's core ideas. Effective recycling procedures and conscientious waste 

management techniques reduce environmental hazards while simultaneously preserving important resources. The 

renewable energy industry may lessen its impact on the environment and cut expenses related to obtaining raw 

materials by decreasing the requirement for raw material extraction. The circular economy's guiding principles are 

furthered by resource conservation throughout the disposal phase, which is consistent with larger sustainability 

aims[31]. 

Attaining an energy future that is sustainable and reducing climate change depend on the growth of the renewable 

energy sector. But it's crucial to take into account every stage of these technologies' lifecycle, including disposal. For 

renewable energy to continue to be economically and environmentally viable, proactive approaches to resource 

conservation, waste management, and recycling is essential. Additionally, an environmental issue, effective end-of-

life handling of renewable energy technology is essential to a truly green and environmentally friendly energy 

shift[25]. 
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2.2 Review of related works  

Following the world's shift to renewable energy, issues regarding the environmental and social effects of disposing of 

waste from renewable energy technology have surfaced. To investigate how ESG concepts might be integrated into 

the sustainable disposal of waste from renewable energy resources, this literature review critically evaluates previous 

research and frameworks. This section therefore reviews existing studies on ESG frameworks to provide a better 

understanding on their impact on renewable energy wastes disposal. The swift growth of sustainable energy 

technologies, such as wind, solar, and hydropower, has drawn more attention to the end-of-life issues these 

technologies present. Studies by Yeom et al. [35] and Mozhiarasi [36] emphasize the possible repercussions on the 

environment and society of inappropriate waste disposal methods within the renewable energy industry. Applying 

ESG frameworks to corporate sustainability is a crucial topic for this study's discussion. Escrig-Olmedo et al. [37] 

maintains that robustness and long-term performance in business operations depend on the integration of ESG 

principles. The framework for comprehending how ESG can be modified to handle waste disposal issues unique to 

the renewable energy environment is thus established. 

 

Comprehensive Environmental Impact Assessments (EIAs) are crucial for renewable energy projects, as demonstrated 

in studies, such as [38] and [39]. The ecological consequences of waste disposal practices are also addressed by the 

assessments, in addition to the evaluation of the environmental implications of energy production. The importance of 

social factors in disposal of waste is growing. Arena et al.  [40] and Lee et al.  [41] emphasize the necessity of 

evaluating the social ramifications of disposing of waste from renewable energy, including matters pertaining to 

stakeholder participation, safety, and community health. The significance of a socially conscious approach to waste 

management is emphasized by the two research articles. Important components of the sustainability equation are the 

legal frameworks and governance structures that control the disposal of garbage. Elele [42] and Oyedotun [43]explore 

the legislative gaps and governance issues that could prevent efficient waste management. Strong governance systems 

that are in line with ESG principles are essential, as these publications highlight. A major focus of the review of 

literature is the determination of optimal procedures for disposing waste. Innovative waste management techniques 

that support sustainability objectives are discussed by Sheoran [44] and Hoyer [45]. For companies looking to improve 

their disposal procedures, these studies provide useful standards. t's critical to comprehend how ESG principles are 

included into the whole renewable energy supply chain. The need for a comprehensive strategy that takes into account 

production, operating, and end-of-life concerns is emphasized in Whitelock [46]'s exploration of how ESG factors 

might be incorporated into the supply chain. An organization's reputation is impacted by its corporate responsibility 

for waste disposal. Wood [47] discusses the relationship between good business reputation and ethical waste 

management techniques are related in the renewable energy industry. These pieces demonstrate how brand image and 

ESG practices are related. Table 1 provides a review of relevant studies on ESG frameworks in the renewable energy 

sector.  
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Table 1. Review of related works and its findings 

Author Year Aim Findings/Conclusion 

Dhanya et al. [48] 2020 To achieve sustainable development of 

bioenergy through the efficient 

enforcement of zero waste discharge 

policies.  

A sustainable bioenergy industry addresses the 

difficult issue of waste disposal of renewable energy 

resources in the face of climate change. It does this by 

improving fuel security, stepping up organic waste 

conversion techniques to bioenergy, particularly 

biogas and biohydrogen generation. 

Amin et al. [49] 2023 To analyze the major sources of solid 

waste generation and potential waste 

management strategies, including 

thermal treatment (gasification, 

pyrolysis, and incineration) and 

biological landfills. 

Individual country-specific solutions for municipal 

solid waste management are highly recommended for 

energy generation that have the least negative 

environmental impact possible. 

Munir et al. [50] 2023 To increase understanding of the 

potential for food waste to produce 

hydrochar, a clean fuel that can replace 

traditional non-renewable energy 

sources in the steel industry. 

Significant greenhouse gas emissions are produced 

during the energy-intensive process involved in steel 

production, which exacerbates climate change and 

environmental damage. The utilization of fuels 

obtained from food waste offers a viable substitute for 

conventional fossil fuels. In addition to solving the 

problem of trash disposal, turning food waste into 

useful energy resources lowers carbon emissions and 

the industry's dependency on finite energy sources, 

supporting the ideas of the circular economy and 

sustainable development. 

S. Cho et al  [51] 2023 To decrease the spread of microplastics 

by combating the widespread, 

unregulated usage and careless disposal 

of products made of plastic. 

Waste from microplastics can be converted into 

electrical energy by utilizing the inherent triboelectric 

characteristic of microplastics. 

Chagunda et al. [52] 2023 To assess the viability of waste-to-energy 

(WtE) initiatives that provide off-grid 

communities with access to electricity 

by measuring waste chain components 

and doing field research, in addition to 

producing primary data sets through 

quantitative study design. 

The amount, classes, moisture content, calorific 

values, and technologies employed are among the 

variables that impact the energy recovery process 

from Municipal Solid Waste (MSW). These variables 

are critical in determining the sustainability of WtE 

projects in comparison to other waste treatment 

projects, as well as the choice of the appropriate waste 

treatment and technology for waste treatment. Also, 

the majority of waste classes are appropriate for WtE 

generation in terms of moisture content and calorific 

values. 
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R. Bera et al. [53] 2023 Use the Safe and Sustainable 'Clean 

Food' (CF) model to demonstrate how 

renewable sources help the system 

resources regenerate and restore 

themselves to enhance the Circular 

Economy (CE) in Agriculture. 

When the model was assessed in light of all the 

fundamentals of circular agriculture, it became clear 

that it had the potential to increase crop yield by up to 

19.5% while lowering or doing away with non-

renewable inputs like chemical pesticides and 

fertilizers, which reduced the likelihood of residues of 

pesticides in food (vegetables) by roughly 93%. Soil 

quality was increased by up to 27% through resource 

recycling through the bioconversion of MSW and 

landfill trash into safe compost. Most notably, the CF 

Model delivered the essence of CE in agriculture by 

improving everyone's access to safe and nutritious 

food while decoupling economic development from 

the linear patterns of finite and non-

renewable extraction, use, and disposal of resources. 

This was demonstrated by the GHG elimination of 6.4 

to 11.7 kg CO2-eq / kg food production, 64% increase 

in productivity of energy, 16.7% increase 

in employment, and roughly 19.7% increase in gross 

income. 

Burra et al. [54] 2023 To demonstrate the need for the 

synergistic integration of gypsum waste 

from the construction and demolition 

(C&D) industry as a sustainable 

disposal technique in order to 

efficiently recover resources and 

control energy 

Enhanced syngas yield and homogeneity, as well as 

improved operating conditions from the gypsum 

interaction with MSW, were demonstrated in the 

results, this may aid in the advancement of gypsum 

waste incorporation. 

Naviglio et al. [55] 2022 To show how wastes from oranges to 

produce value-added nutritional 

products in order to reduce the amount 

of waste to be disposed in the agro-

industrial sector 

The study shows how hydroalcoholic extraction of 

orange peels from industrial processing waste, yields 

an extract rich in essential oils that can be used in the 

food industry to make liqueurs and/or fragrances, as 

well as in the cosmetic and pharmaceutical 

industries.The residue obtained is an important 

commodity rich in dietary fiber with applications in 

the pharmaceutical and nutraceutical industries. 

Additionally, the same chemical has agricultural 

applications as fertilizer. Given this, waste from the 

processing of citrus fruits can be viewed as a 

renewable and sustainable energy source. 

 H.Hosseinzadeh-

Bandbafha [56] 

 To demonstrate how the assessment 

of the environmental sustainability of 

Waste Cooking Oil (WCO) biodiesel 

production in comparison to diesel and 

first-generation biodiesel can be 

Even though LCA's environmental assessment of 

biodiesel production is well-established, there are still 

a number of issues and limitations. In the similar 

studies, system limits are generally well-defined. 

Nevertheless, waste management has been 
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conducted using a highly effective tool 

called life cycle assessment (LCA). 

disregarded in several studies; for instance, the 

analysis typically excludes the disposal of soap and 

other solid residues. Furthermore, as this waste stream 

could be a raw material for various other applications, 

the "zero-burden assumption" used to WCO (as 

biodiesel feedstock) in the published literature might 

not be a fair assumption. For the existing and in-

development technologies utilized in WCO biodiesel 

production, inadequate data at the inventory level, 

particularly information pertaining to the creation of 

innovative catalysts (including enzymes) and 

materials used for product purification, is also a 

problem. As a result, the goal of future research 

should be to reduce the uncertainties that have been 

raised during this effort. Moreover, by utilizing 

cutting-edge methods like hydrodynamic cavitation 

reactors, incorporating additional renewable energy 

sources, and utilizing green catalysts during the WCO 

biodiesel production and combustion stages, efforts 

should be made to evaluate the environmental effects 

of WCO biodiesel production systems. 

Ranjetha et al. [57] 2022 To demonstrate the utilization of locally 

accessible industrial and agricultural 

waste and by-products, such as steel 

slag aggregate (SSA), manufactured 

sand (M-sand), palm oil clinker (POC), 

and fuel ash (POFA), for the creation 

and building of environmentally 

sustainable low-cost homes. 

The adoption of green technologies and the 

incorporation of waste by-products into concrete were 

shown to have many benefits. Revisions to concrete 

mixes utilizing waste product substitutes would help 

reduce environmental issues, the negative 

consequences of incorrect waste disposal, the 

dependency on non-renewable materials, and 

encourage the use of sustainable construction. 

 

 

2.3 Social Aspects of End-of-Life Waste Disposal for Renewable Energy Technologies 

Future clean energy as well as environmental sustainability are promised by the development of renewable energy 

technology. However, as these technologies get closer to the end of their useful lives, important social issues of waste 

management and disposal come up. In addition to environmental issues, there are ramifications for laborers, 

communities, and larger social structures [58]. First are community impacts, there is always a community impact when 

garbage disposal or recycling facilities are located. These sites' existence frequently elicits conflicting emotions. On 

the one hand, they may present chances for employment and local income. However, they may also pose a risk to 

one's health and safety. For instance, the process of recycling solar panels, while essential, may involve the release of 

hazardous materials. If not properly managed, these materials could pose risks to local water supplies or air quality. 

Furthermore, the transportation of waste to these sites can increase traffic, noise, and potentially lead to accidents. 

Additionally, these dumping sites are frequently located near underprivileged or marginalized groups, which may lack 

the means or political clout to oppose them. This brings up issues related to environmental justice: Are certain areas 
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unfairly burdened more than others by the expansion of renewable energy?[59], [60]. Another critical social factor are 

the labour considerations; adequate precautions must be provided for workers in the waste management industry, 

particularly for those handling potentially harmful products from renewable technology. This includes labor rights 

issues like fair compensation, suitable hours of work, and the ability to organize, in addition to physical safeguards 

like the proper equipment and training. Waste management can give rise to unofficial or even unlawful labor practices 

in various areas. It is crucial to make sure that the renewable energy sector neither causes nor exacerbates these 

problems. The workers who enable the industry's pursuit of sustainability should not bear the cost of that effort[61].   

In addition to aforementioned is Equitable Benefits and Community Engagement. The end-of-life disposing of 

renewable energy sources presents potential as well as obstacles, particularly in the area of community benefits. Well-

managed disposal facilities can develop into local employment hotspots, bringing money and jobs to otherwise 

economically struggling areas. Ensuring equitable distribution of these benefits and giving communities a say in the 

development and management of projects are crucial. Public hearings, community benefit agreements, and other 

means of participation can help achieve this. For example, the money collected from the disposal of waste might be 

reinvested in regional initiatives like infrastructure, healthcare, or education. Additionally, outreach and education 

initiatives can be launched to make sure that the community's citizens are aware of the activities occurring nearby, the 

possible hazards, and the precautions being taken to lessen those risks[59]. 

 

2.4 Governance and Policy Implications  

Effective policies and efficient governance are essential for managing the waste produced by renewable energy 

technologies at the end of their useful lives. This section examines the issue's governance and regulatory framework, 

emphasizes the significance of Environmental, Social, and Governance (ESG) concepts, evaluates the present policies, 

and makes recommendations for future developments[61]. In terms of governance and policy implications the 

following factors comes to play. Governance and regulations using resilient framework is required for the management 

and disposal of waste from renewable energy sources. To guarantee environmental preservation, public health, and 

safety, waste management procedures must be supervised by regulatory organizations and government agencies. 

Environmental impact studies, trash classification, permitting procedures, and zoning laws are all part of this 

governance and regulation. In the same vein, the handling and destruction of waste generated from renewable energy 

sources require a robust governance system. Government agencies and regulatory bodies need to oversee waste 

management practices in order to ensure public health, safety, and environmental preservation. This governance 

includes zoning rules, waste classification, environmental impact evaluations, and permitting processes. Another 

component is thorough permitting procedures, which is essential for evaluating the environmental effects of garbage 

disposal locations. Thorough environmental impact assessments need to be carried out in order to determine potential 

benefits and dangers. A complete understanding of the effects that trash disposal has on nearby ecosystems and 

populations should be the basis for granting permits. The role of governmental policies is further stressed to 

classification of wastes. The toxicity and ecological impact of waste produced by renewable energy methods might 

differ. To ascertain the needs for treatment, transportation, and disposal, appropriate waste classification is crucial. By 

separating hazardous trash from non-hazardous waste, this classification helps to ensure that the right disposal 

techniques are applied. 

 

The implication of government policies is driven by principles and its development procedures.  Policies concerning 

the disposal of waste from renewable energy sources are heavily influenced by Environmental, Social, and Governance 

(ESG) principles. Accountability, transparency, and ethical issues in decision-making processes are highlighted by 

ESG principles. The guidelines promote openness in waste management procedures. Clear reporting of trash 
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generation, disposal techniques, and environmental effect assessments should be mandated by policy. Stakeholders 

are able to evaluate the social and environmental effects of waste management related to renewable energy because 

of this transparency. Viewing policies from accountability perspectives, waste management policies should clearly 

define who is responsible for what. It is the responsibility of stakeholders — government organizations, waste 

management businesses, and providers of renewable energy—to ensure that waste disposal practices comply with 

ESG guidelines. Legal repercussions for non-compliance, fines, and penalties are examples of accountability methods 

as well as Ethical Considerations. ESG principles place a strong emphasis on moral issues including equity, justice, 

and community involvement. Policies ought to support moral waste management techniques that put the health of the 

impacted communities and employees first. The equal distribution of the advantages of waste management is thus a 

matter of ethics. 

 

Assessing how well-aligned current waste management policies are with ESG principles and how well they can reduce 

their negative effects on the environment and society can help determine how effective they are. Possible areas for 

policy improvement include but not limited to Community Involvement: Policies ought to require community 

involvement and participation in garbage disposal decision-making processes. By interacting with the community, 

you can make sure that their issues are taken care of and that the advantages are shared fairly. In other words, 

companies that produce renewable energy may be offered financial incentives by policy frameworks to invest in 

environmentally friendly waste management techniques. This may promote the creation of cutting-edge recycling and 

repurposing technology. Monitoring and Reporting by tightening up the standards for monitoring and reporting can 

lead to a more thorough comprehension of how waste disposal affects society and the environment. Regular reporting 

and assessments should be required by policy to guarantee adherence to ESG guidelines. Albeit, policies can support 

the development of technology for recycling and trash reduction but a more environmentally friendly approach to 

trash management may result from fostering innovation. The management of end-of-life waste from energy generated 

from renewable sources depends critically on efficient governance and well-structured legislation, assessment and 

improvement. ESG principles emphasize accountability, transparency, and ethical issues and offer a framework for 

developing policies. Waste disposal can comply with ESG principles by evaluating existing policies and implementing 

the required changes, guaranteeing social justice, environmental preservation, and a transition to sustainable energy. 

 

3.0 Vital Role of ESG Principles 

Disposing the end-of-life waste for renewable energy technology, companies and governments can use ESG principles 

as a compass to steer them toward socially and ecologically acceptable practices. These guidelines place a strong 

emphasis on the value of accountability, openness, and stakeholder involvement—all essential components of 

guaranteeing a sustainable future. ESG guidelines offer a framework for morally and responsibly disposing of garbage 

as the globe works to create a greener and more environmentally friendly energy landscape. Governments as well as 

organizations can achieve governance excellence when handling waste from renewable energy sources, promote social 

fairness, and lessen their impact on the environment by following these principles. Key steps to build the capacity to 

recycle renewable energy waste as part of circular decarbonization is presented in Figure 2. This framework follows 

a circular decarbonization principles. The procedures illustrated in figure 2 seek to create a systematic way to recycle 

waste from renewable energy sources. The environmental impact of renewable energy technology can be reduced 

while maintaining compliance with environmental, social, and governance (ESG) criteria. This requires prioritizing 

effective waste management and recycling practices. Overall, it is impossible to overestimate the importance of ESG 

in environmentally friendly disposal. It is the impetus behind waste management techniques that are socially and 

environmentally responsible, paving the way for a more sustainable and greener future. In addition to adopting 
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renewable energy technologies, let's embrace ESG principles to fulfill our social and environmental obligations and 

leave a sustainable energy legacy for future generations. In this section, we discuss how effective ESG principles can 

effectively enhance the reputation of organizations when they consider environmental impact, effective governance 

and social responsibility in the conduct of their operations. 

 

 

Figure 2.  Steps to of circular decarbonized recycling of renewable energy waste. 

3.1 Case studies, best practices and lessons learnt 

Investigating case studies of effective end-of-life waste disposal strategies in the renewable energy industry provides 

important information about how ESG elements are integrated. This section highlights firms and locations that have 

demonstrated effective waste management in line with ESG principles, offering insights and repeatable methods. The 

first case study considered for the purpose of this review is First Solar's Recycling Program. First Solar is a leading 

manufacturer of thin-film solar panels. A thorough recycling operation for thin-film photovoltaic, or Photovoltaic 

(PV), panels has been put in place by First Solar. Cadmium telluride is a dangerous substance present in these panels. 

Fortunately, First Solar has recycled up to 90% of the materials used in these panels, efficiently managing their end-
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of-life disposal [62]. As a result, the environmental effect of garbage disposal is greatly reduced. Among their 

program's salient elements are Collection centers which functions to guarantee the secure gathering and conveyance 

of used panels to recycling facilities. First Solar set up collection centers using Advanced Recycling Technologies 

(ART) to recover valuable resources with the least amount of negative environmental impact. The enterprise uses 

sophisticated recycling methods in a transparent manner - keeping with the ESG values of accountability. First Solar 

reports on its recycling activities using a public approach. Another case study considered for this review is the 

European Union's Waste Electrical and Electronic Equipment (WEEE) Directive.  With the WEEE Directive, the 

European Union has adopted a comprehensive strategy for handling end-of-life waste from renewable energy systems. 

Strict guidelines are set forth in this directive for the gathering, recycling, and ecologically responsible disposal of 

electronic trash, which includes parts of solar panels and wind turbines. Important facets of this directive consist of; 

extended producer responsibility - producers bear the financial and administrative burden of arranging for the disposal, 

recycling, and treatment of waste equipment. This is consistent with the accountability principles of ESG. The also 

use minimum recycling targets to lessen the impact on the environment and conserve resources, the directive 

establishes precise criteria for the reuse and recovery of elements from electronic waste. Information and Awareness 

forms a critical component for the promotion of community involvement, the EU supports public education and 

awareness campaigns that educate consumers about the need of properly disposing of electronic waste.  

 

These case studies provide numerous valuable insights and scalable methodologies with Lessons learned and 

replicable practices from various perspectives. By making an investment in cutting-edge recycling technology to 

reduce environmental impact and recover valuable materials, businesses, this can help manage end-of-life trash 

effectively. Furthermore, enforcing greater producer responsibility, as outlined in the EU's WEEE Directive, 

businesses can be held accountable for the full life cycle of their products, in line with the accountability principles of 

ESG. Although, transparency and reporting forms part of accountability; yet ESG standards must be upheld to when 

waste management initiatives are reported. This will encourage transparency of businesses and make available public 

information about waste management plans. Another important reference from the case studies is to be socially 

conscious when interacting with local communities and raising awareness of the value of efficient garbage disposal; 

this must be done with absolute support of laws and regulations, like the WEEE Directive, are frequently necessary 

for effective waste management. Legislators ought to think about passing laws that support ethical trash management. 

 

It is worthy to note that; these case studies demonstrate the possibility of implementing ESG concepts into end-of-life 

waste disposal procedures that are successful in the renewable energy industry. Businesses and localities may imitate 

these best practices and help to create a more environmentally friendly and responsible energy future by investing in 

cutting-edge recycling technologies, enforcing greater producer accountability, and encouraging transparency and 

community participation. 

 

4.0 Sustainable disposal of wastes from renewable energy resources  

Organizations and governments can optimize waste disposal methods for renewable energy technology with the use 

of Environmental, Social, and Governance (ESG) frameworks. This section explores the diverse impact of ESG on 

waste management, with a focus on accountability, transparency, and stakeholder involvement. It also emphasizes the 

role that investors and shareholders play in promoting the adoption of ESG principles. Governmental agencies and 

other enterprise can use ESG frameworks as a set of guiding principles to ensure that their waste disposal methods are 

in line with ethical and sustainable standards. The integrated strategy that takes governance, social, and environmental 

aspects into account when disposing of waste from renewable energy sources in a sustainable manner is therefore 



 
 

JDFEWS 4 (2): 1-22, 2023 

ISSN 2709-4529 

 

Ojetunde, et al., 2023  JDFEWS 4(2), 2023, 1-22 
 

 

covered in this section. With this strategy, the renewable energy industry is guaranteed to adopt ethical and sustainable 

waste management techniques that meet global sustainability goals. 

Three main points are highlighted by these frameworks as depicted in figure 3: 

A. Environmental Considerations: ESG guidelines emphasize how important it is to reduce waste disposal's negative 

environmental effects. This entails resource conservation, appropriate waste treatment, and recycling. Organizations 

are encouraged by ESG to implement life cycle assessments and take into account the full environmental impact of 

waste disposal from birth to death. 

B. Social Responsibility: By addressing the labor and community components of garbage disposal, ESG encourages 

social responsibility. This entails guaranteeing these communities receive fair benefits and taking into account the 

welfare of the communities impacted by waste disposal methods. It also includes labor-related issues including worker 

safety and ethical labor practices. 

C. Corporate Governance: In order to hold businesses responsible for the disposal of their waste procedures, corporate 

governance is essential to waste management. ESG frameworks promote accountability, openness, and moral 

decision-making in waste management procedures. 

 

 
 

Figure 3. Framework for sustainable disposal of Renewable energy waste 

 

 

4.1 Stakeholders Engagement 

Stakeholders’ participation, accountability, and transparency are essential elements of implementing ESG in garbage 

disposal. This will further foster transparency. Governments and enterprises are encouraged by ESG principles to be 

open and honest regarding their waste management initiatives. Reports on trash production, disposal techniques, and 

environmental effect analyses are all included in this transparency. Transparent reporting holds companies responsible 
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for their actions and enables stakeholders to evaluate the social and environmental effects of trash disposal. Besides, 

one of the critical cornerstones of ESG is accountability. Governments and organizations are responsible for making 

sure waste management follows ESG guidelines. This responsibility could be in the form of observing regulations, 

paying fines or penalties, or facing legal repercussions for noncompliance. Stakeholder’s engagement is recommended 

by ESG principles because it entails actively including relevant parties and impacted communities in waste disposal 

decision-making processes. Businesses are greatly influenced by shareholders and investors to implement ESG waste 

management principles. Some of the ways shareholders and investors influence businesses are to increasingly take 

into account environmental, social, and governance (ESG) aspects. Investors might decide to favor some businesses 

that exhibit ethical waste management techniques in line with ESG guidelines. Therefore, businesses that put an 

emphasis on ESG in waste management can draw in more investors. Although, through activism and resolution voting 

on ESG matters, shareholders can have an impact on firms. Some of the resolutions from stakeholders’ forums may 

advocate for more sustainable practices, equal benefits for impacted communities, and increased transparency in waste 

management through effective financial performance. Long-term profitability may be enhanced by businesses that 

give ESG principles first priority when managing trash. Investors and stockholders may also find sustainable waste 

management strategies appealing because they can lower costs, lessen environmental responsibilities, and improve a 

company's reputation. Significantly, ESG frameworks function as heuristics that optimize waste management plans 

for renewable energy technology. They place a strong emphasis on governance, social, and environmental issues, with 

stakeholder involvement, accountability, and transparency being essential to the implementation of ESG. Moreover, 

the consequence of harmonizing waste disposal methods with sustainability and accountability is highlighted by the 

impact of investors and shareholders in promoting the use of ESG principles in waste management. 

 

4.2 Challenges and Future Directions  

No doubt, sustainable disposal of renewable energy components are faced with some challenges, and it is important 

for this review to specify some future directions. Although the transition to a system based on renewable energy offers 

hope for a better future for the earth, there are obstacles along the way, particularly with regard to sustainable disposal. 

Highlights of areas prepared for research, policy development, and innovation while discussing the challenges 

encountered in the sustainable disposal of renewable energy components. It also makes recommendations for future 

paths. Some of the constraints affecting sustainable disposal of renewable energy components include technological 

limitations. Despite advancements in recycling technologies, certain elements found in renewable energy elements 

cannot be recycled effectively. Retrieving and reusing certain rare materials, such as those used in wind turbines and 

solar panels, is still difficult. 

Considering some economic factors, sustainable disposal techniques may not necessarily be the most profitable. 

Businesses may be discouraged from investing in environmentally friendly disposal due to the expenses of recycling 

and repurposing materials due to regulatory variability. In other words, distinct national and regional regulatory 

frameworks pertaining to garbage disposal result in disparities in standards and practices. The situation is made more 

difficult by the lack of a single worldwide standard and logistical challenges. Number of components that requires 

disposal are fast increasing along with the use of renewable energy sources therefore, managing higher throughput 

without sacrificing environmental sustainability possess a very huge challenge. 

Overall major complication is the lack of knowledge among stakeholders and consumers about the significance of 

sustainable disposal and the means by which it can be accomplished effectively. 

 

 

 



 
 

JDFEWS 4 (2): 1-22, 2023 

ISSN 2709-4529 

 

Ojetunde, et al., 2023  JDFEWS 4(2), 2023, 1-22 
 

 

5.0 Summary and Conclusion  

This article has carried out a very comprehensive review of environmental, social, and governance (ESG) aspects of 

disposing of end-of-life waste for renewable energy systems. It further examined the importance of this subject as a 

global fight against climate change from the renewable energy sources perspective. Although the renewable energy 

technologies promise a more sustainable and clean future, disposing their components after use poses a number of 

issues that need to be resolved urgently. There are dangers posed to the environment and public health when disposing 

of components used in renewable energy, as they frequently contain toxic elements. For instance, electronic 

components are frequently found in renewable energy systems, like wind turbines and solar panels. To keep dangerous 

elements out of the environment, these electronics must be disposed of and recycled properly. Numerous renewable 

energy systems depend on specific elements might also require a lot of resources to extract, including rare earth metals. 

Reducing the negative environmental effects of production and disposal of these materials therefore requires the 

establishment of efficient recycling and recovery procedures which has been reviewed in this article. Certain parts of 

renewable energy technologies, such solar panels, could include dangerous substances like cadmium and lead. 

Utilizing safe recycling and disposal techniques is therefore necessary to avoid tainting the environment.  

 

The magnitude of decommissioning initiatives is anticipated to rise in tandem with the ongoing expansion of 

renewable energy infrastructure. This calls for careful planning and the application of disposal techniques. The 

recycling and disposal of renewable energy technology require well-defined legislative frameworks. Managing end-

of-life waste requires effective governance and regulatory activities. It can be concluded that ESG guidelines can help 

governments and organizations optimize their waste disposal plans while maintaining stakeholder participation, 

accountability, and openness. These rules ought to encourage sustainable behaviors while addressing safety and 

environmental issues.  The development of more effective and long-lasting recycling methods for renewable energy 

technology requires research and development work. It is also essential for industrial players, legislators, researchers, 

and environmentalists to collaborate in addressing disposal issues and provide feasible solutions. Overall, 

comprehensive lifecycle evaluations can be directed towards the creation of more sustainable methods and 

technologies by identifying possible adverse effects on the environment at every phase, including disposal.  

 

5.1 Recommendations and Future work 

The following recommendations are therefore drawn from this review. Firstly, that investing in research and 

development for disposal technologies should be taken more seriously by public and private organizations with top 

priority. This will develop environmentally friendly methods of disposing of and recycling components of renewable 

energy. It will further encourage finding more effective ways to extract uncommon minerals or biodegradable 

component solutions. Understanding the full life cycle of technologies that produce renewable energy should be the 

main goal of future research with reference to innovations that reduce waste at every stage of an item's lifespan, from 

production to decommissioning, can come from a holistic perspective. On the other hand, international organizations 

ought to endeavor to provide unified guidelines for the environmentally friendly disposal of components used in 

renewable energy sources. This can promote uniformity and establish a standard for other nations. 

 

Making lucrative incentives available for Sustainable Disposal, effective collaborations among stakeholders at local, 

regional, and global level is very important. This will also foster public awareness campaigns among others. It is 

evident that the need for environmentally friendly disposal solutions grows as the world's energy use becomes 

increasingly widespread. Through recognition of obstacles and proactive pursuit of future paths, interested parties may 

guarantee that the revolution in renewable energy is genuinely sustainable in every meaning of the term. 
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1. Introduction 

Increase in population and industrialization have necessitate high consumption of electrical power [1], [2]. 

Consequently, attention has been devoted to the management and control of power system across the globe [3], [4]. 

Electrical load prediction plays crucial role in power system operation and planning [5]. Accurate and robust load 

forecasting is, therefore, needed [6]. Human and financial resources have been devoted to control and manage electric 

power efficiently [7]. There is, therefore, need to employed all necessary tools available to achieve stable, effective 

and affordable power system that is devoid of losses The forecasting of power generated from the generation and the 

power needed form the consumers end is at the heart of an Energy Panning Model [8]. Load forecasting is the way of 

anticipating future electric power based on previous data and the weather conditions [9]. There are several load 

forecasting horizons employed by the power system companies for different applications in the industries [10]. These 

applications include planning [11], control [12], future load scheduling [13], staff hiring [14] and equipment expansion 

[15]. Short term load prediction is the forecasting of future from minutes to a week [16]. STLF is useful in power 

system control [17]. Medium term load prediction is from a week to a year [18].. Long term load prediction has the 

longest time horizon which is usual more than a year [19]. Medium term prediction is employed in the area of setting 

up of fuel supply and sustainment  operation and Long term prediction improves system operations delivery and 

planning [20]. Long term prediction is also employed for power system expansion [5].Therefore, accurate load 

prediction is absolutely essential on the efficient administration of power system planning, control and management. 

An inaccurate load forecast could lead to waste of scarce resources. Grid collapse is inevitable in absence of robust 

load prediction.  

Several approaches have been employed for load predictions. Statistical methods and machine learning methods have 

been employed by researchers for the implementation of load forecasting. Statistical methods employed in load 

prediction include Time series analysis; like Moving average (MA), Autoregressive model (AR), Autoregressive 

integrated moving average (ARIMA), Autoregressive moving average model (ARMA), Exponential smoothing is also 

part of the method. [21] presented a study that aims to develop and evaluate an ARIMA for forecasting radiation of 

the sun in South Korea’s capital, Seoul. The dataset used was more than 37 year and was collected from the Korean 

Meteorological Administration. To test the accuracy of the model, it was compared with Monte Carlo simulations 

using RMSEs, Coefficient of Determination (R2), Phillip-Perron Test and Jarque-Bera Test as evaluation metrics. 

However, the study does not consider other factors such as cloud cover, humidity and temperature which could affect 

the correctness of solar predictions. Additionally, more data points from different locations would be needed to further 

validate the results obtained in the study for a wider range of applications.  

[22] employed ARIMA-based modelling to study factors that affect traffic congestion and provides a guide on how to 

build an effective model for predicting abnormal status. However, the study does not address the underlying causes 

of traffic congestion such as population growth or inadequate infrastructure. [23] presented an analysis and forecasted 

results for short-term electrical load forecasting, employing three predictive models: ARMA, ARIMA and 

Autoregressive Integrated Moving Average Model with Exogenous variable. The performance of the models was 

evaluated using MAPE. Although, the paper did not discuss the limitations of using time series approach for short 

term load prediction.  

Artificial intelligence techniques have employed by researchers for load predictions. Examples of AI techniques used 

are expert systems  [24], artificial neural network [25], Fuzzy logic systems [26], evolutionary algorithms [27] and 

deep learning [28], [29]. [30] presented a extensive study of very-short term (hour-ahead) and short-term (day ahead) 
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load prediction in an urban building by applying neural networks (NN). The performance of the NN was evaluated in 

view of two backpropagation learning principle, the Levenberg-Marquardt and Bayesian technique. It also investigates 

how network model parameters, such as number of neurons, hidden layers, and input layers, affect the model’s ability 

to precisely predict loads. To exhibit its efficiency, it was tested on exact dataset from a campus in downtown Montreal 

that constitutes many types of buildings with diverse functionalities. However, the effects of different work design 

parameters on load forecasting accuracy could be further explored. Also, it would be beneficial to investigate 

alternative machine learning models such as Support Vector Regression (SVRs) or ensembles in order to compare 

their performance against ANNs for short-term load prediction tasks. [31] proposed a model employing fuzzy logic 

to forecast short-term energy demand with respect to weather parameters. They employed triangular membership 

functions with support upon collected data along with production rules formed through basic language understanding 

in order to make forecasts about future load demand. Finally, they suggest further studies could focus on tuning their 

proposed model more accurately while reducing time and computational effort required for such tasks. [32] presented 

a machine learning with evolutionary models based short term load prediction model for power systems, which uses 

Wavelet Transform and Artificial Fish Swarm Optimization to improve the predictive process. However, the authors 

suggested that future studies could focus on improving predictive outcomes of this method by using deep learning and 

hyper-parameter optimization techniques. [33] investigated the potential of using deep learning approaches for 

residential load forecasting under high volatility and uncertainty. A new Pooling-based Deep Recurrent Neural 

Network (PDRNN) was proposed to solve overfitting challenges caused by naïve deep networks, accepting more 

layers before occurrence of overfitting while still capturing geographical information common between interconnected 

customers. Although further research could be done to explore how data privacy and security can be addressed when 

using deep learning techniques for residential load forecasting. Additionally, investigating if the findings of the study 

are applicable to other types of households. 

The aim of this study is to optimize the hyperparameters of the Support Vector (SVR) for improved load prediction. 

The specific objectives of the studies are to develop the SVR models with Python using Google Collab platform and 

to also evaluate and compare the SVR models using sliding window techniques.     

2. Review of Literature 

Ref [34] proposes a hybrid model called SVR-LSTM for short-term load forecasting in a microgrid (MG) in Africa. 

The model combines Support Vector Regression (SVR) and Long Short-Term Memory (LSTM) algorithms. The 

SVR-LSTM model is compared with conventional SVR and LSTM models, and it shows better results with a 

correlation coefficient of 0.9901, compared to 0.9770 and 0.9809 for SVR and LSTM respectively. [35] developed a 

machine learning algorithm for electric load forecasting that incorporates an asymmetric loss function to account for 

the different costs associated with over-prediction and under-prediction errors. The framework is tested using electric 

load data from New South Wales in Australia and is shown to result in a significant reduction in daily economic costs 

compared to basic support vector regression. The cost reduction ranges from 42.19% to 57.39% depending on the 

actual cost ratio of the two types of errors. [36] propose a hybrid support vector regression (HSVR) for medium and 

long-term load forecasting in the smart grid. It focuses on the coupling and interdependent relationship between 

hyperparameters and model parameters in the optimization process. 
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3. Materials and Methods 

3.1 Description of the dataset 

Monthly dataset for the six-business hub in Ogun State were used in this study. The six hubs were used in order to 

captured the entire load consumption of Ogun State. The initial dataset was in Mega-Watt-hour (MWh), its summation 

was divided by twenty-four to convert it to MW. The duration of the entire dataset is 5 years, from 2018 to 2022.  The 

actual total consumption in MW, which is the target during the prediction, was evaluated. The sample of the 2018 

dataset was presented in Table 1. The data was obtained from Ibadan Electricity Distribution Company (IBEDC). 

Ogun State is a state in the southwestern zone in Nigeria, it is the second largest economy in the region. The state was 

created on 3rd February 1976. Ogun State borders Osun and Oyo states in the northern zone, to the north is Lagos 

state, Ondo state and Republic of Benin in the eastern and western zone respectively. Ogun state capital is Abeokuta, 

the most densely populated area in the state. Other notable areas in the state are Sagamu, Ota, Ijebu-Ode and Sango.  

       Table 1: Energy consumption distribution 

Months Ijebu Ijeun Olumo Ota Sagamu Sango 
Actual Total 

Consumption in MW 

January 7,187  7,383  7,961  15,072  17,814  11,222  2,777 

February 5,374  7,142  8,572  14,130  18,565  11,106  2,704 

March 6,882  7,530  8,300  16,321  21,947  11,206  3,008 

April 7,258  7,383  8,383  15,296  21,312  10,931  2,940 

May 6,763  5,696  6,554  14,466  21,410  10,301  2,716 

June 4,105  4,960  5,618  14,360  19,401  10,158  2,442 

July 6,046  4,301  5,449  15,674  22,679  11,266  2,726 

August 6,621  4,756  6,455  16,494  23,729  12,403  2,936 

September 5,322  4,606  6,133  15,071  16,615  9,965  2,405 

October 4,930  4,870  6,305  16,559  18,383  11,145  2,591 

November 3,915  6,058  6,900  15,376  19,097  12,837  2,674 

December 5,412  6,245  7,533  16,447  21,538  11,373  2,856 

3.2 Models Implementation  

Python code was employed for the development of the Support Vector Regression model. Python libraries like Pandas, 

Numpy, Matplotlib, Scikit-learn and skopt were imported. To optimize the hyperparameters of the SVR, Bayesian 

optimization techniques was employed. Sliding window techniques was used to develop the SVR models. The sliding 

window values were varied from 1 to 5 in order to observe the effects of the variation on the performances of the 

models. The dataset was divided into 70% for training and 30% for testing.  
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3.3 Support Vector Regression 

Support vector regression (SVR) is a supervised machine learning model to handle regression problems [37]. SVR is 

a machine learning regression algorithm. Regression model is suitable to analyze the link between input and output 

variables. SVR develops an optimization question to learn a regression function that maps input and output variables 

[38]. 

The mathematical development of a linear support vector regression can be put as follows. Suppose Using the training 

data ( ) ( ) 1 1, ,..., , ,n nx y x y  where nx  and ny  are input and target output respectively. The linear function f  can 

be put as [38]: 

                                 ( ) Ty f x w x b w x b= = + = +                 (1) 

where w x  stands for the dot the product of input data x  with the weight vector w . Equation (1) can also be re-

written as: 
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The original optimization problem in Equation (2) is now be represented as a multiobjective optimization problem 

with supplementary parameters   and 
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where 0C    is a regularization parameter that determines the trade-off between the flatness of function f and the 

prediction errors. A large C value gives more weight to minimizing the prediction errors, while a small C value gives 

more weight to minimizing the flatness. 
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Two SVR hyperparameters, the regularization parameters (C) and epsilon ( ),  were optimized. The mean test score 

and the rank test score of the optimize hyperparameters were obtained. The best ranked hyperparameter was 

subsequently used for the training and testing.  

3.4 Model Performance Evaluation 

To evaluate the Support Vector Regression models, mean square error (MSE) and mean absolute error (MAE) were 

employed. Equation 4 and 5 represent the MSE and MAE respectively. The more the evaluation results are closer to 

zero, the better the performance of the model. The metrics were used to interpret and determine the accuracy of the 

model. 

                 

1

1
ˆ

N

i

MAE y y
N =

= −    (4) 

                 ( )
2

1

1
ˆ

N

i

MSE y y
N =

= −                                 (5) 

4. Results and Discussion 

4.1 Hyperparameters Optimization 

Table 2 shows the results of the hyperparameters optimization when the sliding window, w is one (w=1). The 

hyperparameters were graded according to their rank test score with respect to the mean test score. The lower the 

mean test score, the higher the rank test score. The best ranked hyperparameters’ values for regularization parameter, 

C and epsilon,  are 333.131121 and 0.01 respectively with a mean test score of -0.039581. Table 2 represents when 

the sliding window is two (w=2). The best hyperparameters for C and  are 380.189396 and 0.01 respectively, with 

a mean test score of -0.044034. The optimization results when the sliding window is three (w=3) is shown in Table 3. 

The value of the hyperparameters C and  is 1.513561 and 0.01 respectively. Iteration indices 2 and 10 have the same 

rank test score of 1. 
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Table 2: Optimization results when sliding window, w, is one (w=1) 

      

 

 

 

 

 

 

 

 

 

 

Table 2: Optimization results when sliding window, w, is two (w=2) 

 

 

        

 

 

 

 

 

 

 

 

 

 

 

 

Iteration 

index 

Hyperparameters Mean Test 

Score 

Rank Test 

Score C Epsilon 

10 333.131121 0.01 -0.039581 1 

13 125.892541 0.01 -0.039581 2 

11 380.189396 0.01 -0.039616 3 

2 1.513561 0.01 -0.040062 4 

0 1.513561 0.07 -0.045347 5 

7 1.148154 0.05 -0.046432 6 

6 660.693448 0.08 -0.047407 7 

5 109.647819 0.1 -0.053295 8 

12 6.918310 0.1 -0.053298 9 

9 0.165959 0.04 -0.057868 10 

Iteration 

index 

Hyperparameters Mean Test 

Score 

Rank Test 

Score C Epsilon 

11 380.189396 0.01 -0.044034 1 

12 660.693448 0.01 -0.044117 2 

10 331.131121 0.01 -0.044328 3 

14 109.647820 0.01 -0.045258 4 

2 1.513561 0.01 -0.045411 5 

13 1.148154 0.01 -0.045602 6 

7 1.148154 0.05 -0.050325 7 

6 660.693448 0.08 -0.051769 8 

0 1.513561 0.07 -0.053758 9 

5 109.647820 0.1 -0.060272 10 
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Table 3: Optimization results when sliding window, w, is three (w=3) 

 

 

 

 

 

 

 

 

 

 

Table 4 shows the optimization results when sliding window is 4. The regularization parameter, C and Epsilon,  are 

1.513561 and 0.01 respectively. The minimum mean test score is -0.057324 with iteration index of 2. Table 5 

represents the result when the sliding window is 5. Iteration index of 5 has the most optimized hyperparameters of 

109.657820 and 0.01 for C and   respectively.   

Table 4: Optimization results when sliding window, w, is four (w=4) 

 

 

 

  

 

 

 

 

 

 

 

 

 

Iteration 

index 

Hyperparameters Mean Test 

Score 

Rank Test 

Score C Epsilon 

2 1.513561 0.01 -0.045954 1 

10 1.513561 0.01 -0.045954 1 

12 1.513561 0.03 -0.052053 3 

7 1.148154 0.05 -0.058582 4 

11 1.513561 0.05 -0.059019 5 

13 1.513561 0.06 -0.060360 6 

0 1.513561 0.07 -0.062599 7 

6 660.693448 0.08 -0.065770 8 

9 0.165959 0.04 -0.067642 9 

5 109.647820 0.1 -0.074636 10 

Iteration 

index 

Hyperparameters Mean Test 

Score 

Rank Test 

Score C Epsilon 

2 1.513561 0.01 -0.057324 1 

11 1.513561 0.01 -0.057324 2 

10 331.131121 0.01 -0.065398 3 

7 1.148154 0.05 -0.070806 4 

9 0.165959 0.04 -0.076877 5 

5 109.647820 0.1 -0.078764 6 

0 1.513561 0.07 -0.081203 7 

4 0.023988 0.02 -0.083706 8 

1 0.036308 0.1 -0.084794 9 

14 0.006918 0.01 -0.085940 10 
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Table 5: Optimization results when sliding window, w, is five (w=5) 

 

 

 

 

 

 

 

 

 

 

4.2 Performance evaluation of the Optimized Hyperparameters 

The most optimized hyperparameters were subsequently selected and were employed for the prediction. Figures 1-5 

show the actual versus predicted values of the load. The data points are 16, 15, 14, 13, and 12 are for sliding window 

1, 2, 3, 4 and 5 respectively. Figure 1 shows the actual data with the predicted when the sliding window is one. The 

maximum predicted value 2549.80 MW in the sixth month while the actual value is 2625.56 MW in the fifth month. 

The minimum actual and predicted was at twelfth and eleventh month respectively. The predicted and actual value 

was 1911.39 MW and 1725.18 MW respectively. Figure 2 shows the actual and predicted for the sliding window of 

two, the maximum value of predicted and actual was 2552.51 MW at fifth month and 2625.56 MW at fourth month 

respectively. On the other hand, the minimum predicted, and actual value was at 1857.00 MW at eleventh month and 

1725.18 MW at tenth month respectively. Figure 3 shows the actual and predicted when the sliding window is three. 

The maximum and minimum value of predicted energy consumed was 2551.29 MW for fourth month and 1884.14 

MW for tenth month respectively. Figure 4 depicts the actual and predicted when the sliding window is four. The 

maximum and minimum value of predicted energy consumed was 2550.09 MW for third month and 1943.88 MW for 

sixth month respectively. Figure 5 shows the actual and predicted when the sliding window is five. The maximum and 

minimum value of predicted energy consumed was 2545.60 MW for first month and 1931.80 MW for fifth month 

respectively.      

Table 6 depicts the performance evaluation of the support vector regression models. Mean Square Error (MSE) and 

Mean Absolute Error (MAE) were employed for evaluation. The Model with sliding window of 1 had the best 

performance of MSE and MAE of 0.01912 and 0.09493 respectively. The model at sliding window of 3 had the least 

performance with 0.02209 and 0.10404 for MSE and MAE respectively. The sliding window technique is a viable 

approach that had proved to increase the performance of load prediction.  

 

Iteration 

index 

Hyperparameters Mean Test 

Score 

Rank Test 

Score C Epsilon 

5 109.647820 0.1 -0.051088 1 

6 660.693448 0.08 -0.061645 2 

10 109.647820 0.06 -0.066291 3 

12 6.918310 0.1 -0.068731 4 

2 1.513561 0.01 -0.076404 5 

7 1.148154 0.05 -0.078657 6 

0 1.513561 0.07 -0.084140 7 

9 0.165959 0.04 -0.085037 8 

4 0.023988 0.02 -0.086637 9 

1 0.036308 0.1 -0.090386 10 
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               Table 6: Performance evaluation with the Sliding window 

Sliding Window (w) MSE MAE 

1 0.01912 0.09493 

2 0.02116 0.10366 

3 0.02209 0.10404 

4 0.02048 0.10206 

5 0.01999 0.09974 

 

 

 

 

 

 

 

 

 

                                      

                                          Figure 1: Actual and predicted values for w=1 

 

 

 

 

 

 

 

 

  Figure 2: Actual and predicted values for w=2 
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  Figure 3: Actual and predicted values for w=3 

 

 

 

 

 

 

 

 

 

 

 

 

  Figure 4: Actual and predicted values for w=4 
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  Figure 5: Actual and predicted values for w=5 

 

5.0 Conclusion 

The study investigated the performance of Support Vector Regression (SVR) models using sliding window (w) 

technique. The electrical load dataset of six business hubs in Ogun State, Nigeria was employed for the development 

of the models. The results showed that, the values of the sliding window have effect on the load prediction. For 

efficient and effective load forecasting, the hyperparameters of the SVR were also optimized using Bayesian 

technique. The best performing model was obtained when the sliding window was one, that is, w=1. Summarily, this 

work discovered that, a sliding window technique could be employed to enhance load prediction. This could be used 

to reduces electrical load losses and revenue generation increment. Since this research study developed a linear SVR, 

in future, Radial basis function of SVR could also be investigated. In addition, optimization of the neural network 

hyperparameters could also be investigated in future studies. 

Future studies could employ other machine learning algorithm like optimized neural network and ensemble methods. 

The sliding window techniques can also be used with different dataset. Furthermore, weather parameters could also 

be added in future research. 
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Abstract - The multivariate Principal Component Analysis (PCA) was used to assess the 

variations in the water quality of the "Omi Omo" Stream. This allowed for the identification of 

temporal and spatial variations in the water quality caused by contamination by analysing the 

similarities and differences between the sampling points. For three months, four sampling 

locations along the streamline provided data on the quality of the water. Temperature and other 

physicochemical parameters were used to analyse the samples. Turbidity, alkalinity, Electrical 

Conductivity (EC), Total hardness TH, Total Dissolved Solids (TDS), Dissolved Oxygen (DO), 

Biological oxygen demand (BOD), heavy metals (Cadmium - Cd, Copper - Cu, Lead - Pb, Iron - 

Fe, Manganese - Mn), sulphate, phosphate, nitrate, and chloride were also determined. For the 

months under study, PCA helped identify and extract the factors causing variations in water 

quality. The important factors influencing the variation in water quality for the three months of 

study were turbidity, TDS, alkalinity, electrical conductivity, nitrate, calcium, and chloride. The 

comparison of the stream’s physicochemical parameters with the World Health Organization 

(W.H.O) standards shows an acceptable correlation except for the turbidity and the EC which for 

some periods were higher than the acceptable level of the W.H.O standard. The study's findings 

will assist pertinent authorities in determining how to improve the declining water quality caused 

by pollution from various human activities. 
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1.0 Introduction 

Water is now one of the main environmental issues and is impacted by both natural and man-made disturbing 

factors, such as land recovery, overflows, and wastewater, with great competition for access to it increasing [1]. 

Surface waters are helpless against contamination because of common techniques, namely, disintegration, 

precipitation, weathering of crustal materials and anthropogenic exercises such as industrial, horticultural, and 

urban activities [2]. Due to its significance for human prosperity, surface water quality management has received 

increased attention in recent years. When surface water becomes polluted, it usually brings about an imbalance in 

the ecosystem, this, in turn, affects the beneficial interactions that are essential between living organisms and the 

environment [3]. 

Pollution causes the natural harmony in the world to be disturbed. Water quality management programmes 

increasingly include the identification of the factors controlling the behavioural properties of aquatic systems in 

addition to the assessment of the aquatic systems' quality. But in order to have accurate data about water quality, 

ongoing and frequent monitoring programmes are needed because hydro chemical and biological characteristics 

vary over time and space [4]. 

The Omi-Omo Stream needs to have its capacity to carry pollutants evaluated because the riparian population, 

particularly those who use the water for domestic and agricultural uses, depends on it. In nature, the human need 

for water is important and it's required in both premium quality and quantity [5]. 

In water quality monitoring, the concern is centred on keeping impurities within safe limits. [6] described the 

pollution of water as the biofouling of the aquatic environment in a way that prevents water from being used for 

its intended purpose. Thus, while water may contain certain pollutants, it may not be described as polluted 

provided it meets the intended use for which it was designated. The source of the pollution may be dispersed 

randomly throughout the water body or concentrated at one location. When the former is the case, it is described 

as a point source. When the latter is the case, it is called a non-point source [7]. 

Proper management usually goes hand in hand with getting quality from our natural resources and the same goes 

for our water resources [8]. Only within a legal framework is it possible to manage water quality, and for a while, 

many nations had antiquated, rudimentary water laws that limited the efficacy of water quality management [9]. 

Although there have been observations of water quality for over a century, the understanding that hydrologic 

processes have an impact on water quality has made the need for systematic management of water quality 

imperative. Due to this, there is now a need for a more thorough comprehension of the procedure and its 

application within an organised programme for managing water quality [10; 11]. For any water quality 

management programme to be successful, all stakeholders must be involved in the identification of discharges to 

receiving waters [12; 13; 14]. Similar to this, [9] claimed that better decisions about water quality management 

result from the integration of indigenous knowledge with scientific knowledge. Having access to current, high-

quality, and trustworthy data is crucial for effectively managing the quality of the water [15; 16]. Climate change 

is increasing the frequency and intensity of extreme weather events that may have an impact on the safety of 
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drinking water [17].  However, the cost and duration of on-site water quality assessments frequently act as a 

barrier to data availability [18; 19].  

A well-thought-out and implemented water quality management programme yields results that support prompt, 

important management decisions that are grounded in comprehensive, reliable data [19]. Every component of the 

programme offers vital and relevant solutions to issues pertaining to water [18]. River discharges have been widely 

used as a covariate in the evaluation of water quality and in the development of water quality standards for rivers 

that are considered for wastewater disposal, provided that the discharge conditions are low. Nonetheless, different 

rivers have different constituent concentrations, stream discharges, and parameter interactions [14]. This is 

explained by the fact that a number of variables, such as drought or the dry season, affect the water in streams and 

rivers and cause variations in the quality of the water [20]. This variance is evident in the way that different loading 

volumes have different effects on rivers or other water bodies that receive wastewater. There might be none or 

very little effect at a given discharge, but the same loading volume can have a greatly degrading effect at low 

discharges [21]. The needs and goals of the assessment determine which parameters should be used for the water 

quality assessment [22]. For this investigation, among other parameters, the ones below were examined.  

Temperature, pH, Alkalinity, Turbidity, Total Alkalinity, Ammonia, Phosphorus, Dissolved Oxygen, Biological 

Oxygen Demand, Total Suspended Solids, Total Dissolved Solids, and few Heavy metals. 

The above parameters were also considered by [23] in the water quality assessment of a river in Nigeria. 

Characteristics of temporal variation are crucial and according to [24], the degree of the pollutant's temporal and 

spatial variation determines the risk associated with it. 

 

2. Methods 

2.1 Area of study 

Omi-Omo Stream in 6˚15N7˚10E was the focal water body for the study. This stream has its source from the 

stream flows from Fesola River which is located at oke orin, Ikole local government area, and Omi Iru in Ikole, 

the streams then converge at Omi Omo Street and flows through Omi Omo stream. The riparian population uses 

the stream for domestic, ponding and irrigation purposes. 

 

2.2 Collection of water samples 

For three months (July to September 2021), water samples were taken once a month from four sampling locations.  

Grab samples were taken at various locations by carefully dipping sample containers that had already been cleaned 

into the water and the temperature was recorded immediately at the various sampling points. 

2.2.1 Sampling Points: The points at which water samples were collected were labelled A to D. 

Point A: Stream source.  

Point B: The point of major contamination 

Point C: 2m downstream from the point of major contamination. 

Point D: 100m downstream from the major contamination point.  
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The samples collected were taken to the laboratory for analysis on the same day. Below are the method 

and means applied in detecting the levels of parameters considered for this research; the research applied 

standard laboratory procedures as described by the American Public Health Association’s Standards 

methods for examination of water and wastewater [25]. 

 

Table 1: Techniques for calculating physicochemical parameters. 

Parameter Method of determination 

pH HANNA Hi208 pH meter. 

Temperature (oC) Thermometer   

EC (us/cm) DDS-307 Conductivity meter. 

Alkalinity (mg/l) Titration method 

TH (mg/l) EDTA Titration method 

TDS (ppm) HM TDS-3 TDS Meter 

DO Winkler’s  method 

BOD Winkler’s  method 

TSS Filtration method 

Lead (ppm) Spectronic 20 machine 

Chloride (mg/l) Argentometric method 

Sulphate (mg/l) Turbidimetric method 

Phosphate (mg/l) Spectronic meter 

Nitrate (mg/l) UV  spectrophotometric method 

Turbidity (NTU) Labtech AVI-654 Turbidity meter. 

Ca EDTA Titration method 

Cd, Mn, Fe, Cu Buck Scientific 210VGP atomic absorption spectrophotometer (AAS). 

Electrical Conductivity (EC), Total Dissolved Solids (TDS), Dissolved Oxygen (DO), Biological Oxygen 

Demand (BOD), Total Suspended Solids (TSS), Total Hardness (TH), Cadmium (Cd) (ppm), Manganese (Mn) 

(ppm), Iron (Fe) (ppm), Calcium (Ca) (ppm), Copper (Cu) (ppm) 

 

2.3 Statistical Analysis 

Factor Analysis (FA) which is similar to Principal Component analysis, an extremely potent method was used. 

With the least amount of information loss and maximum preservation of the variability found in the dataset, this 

method lowers the dimensionality of a dataset made up of numerous interconnected variables (Equation 1).  

 𝐹𝑖 =  𝑎1𝑥1𝑗 + 𝑎2𝑥2𝑗 + ⋯ + 𝑎𝑚𝑥𝑚𝑗    (1) [26] 

Given that Fi is the factor; a is the loading; x is the measured value of variable; i is the factor number; j is the 

sample number; and m is the total number of variables. 

2.4 Principal Component Analysis (PCA) 

The PCA method was used to conduct the analysis and determine the most important parameters in the assessment 

of water quality. In order to determine significant water quality parameters, PCA was used in this study to analyse 

19 variables from four separate sampling locations during the water quality monitoring months of July, August, 

and September 2021.  A factor's significance can be gauged by its eigenvalues, and the most significant factors 

are those with the highest eigenvalues. Significant eigenvalues are those that are 1.0 or higher [27]. Principal 
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components are thus classified as "Strong," "Moderate," and "Weak," with absolute loading values of >0.75, 0.75-

0.50, and 0.50-0.30, respectively [28].  

 

3 Results and Discussions 

3.1 The relationship between the variables (Correlation)  

Finding the parameter correlation matrix is the first stage in the factor analysis process. It is employed to take into 

consideration the extent to which individual pairs of water quality variables share variability with one another.  

We were able to obtain the correlation matrix, which allows us to see the relationship between the parameters 

(Table 2 – 4). 

Studies that examine the correlation between various variables are a very useful tool for advancing research and 

discovering new areas of knowledge. The range of uncertainty related to decision-making is decreased by the 

study of correlation. Most of the anions and cations have inverse relationships with pH.  There is a highly 

significant (p<0.01) positive correlation between EC and TDS and SO4-, two water quality parameters. 

Additionally, there is a noteworthy positive correlation (p<0.05) with TH. This suggested that the hydrochemical 

properties of these parameters are comparable in the studied region.  Due to their low concentrations, DO do not 

considerably increase conductivity. At a highly significant level, alkalinity and TH have a positive correlation 

(p<0.05). TH exhibits a highly significant (p<0.05) positive correlation with TDS, Ca, and sulphate, as well as a 

highly significant (p<0.01) positive correlation with sulphate. TDS has a significant positive correlation (p<0.5) 

with calcium and a significant positive correlation (p<0.01) with sulphate. At a highly significant level, DO and 

BOD have a positive correlation (p<0.01). At a highly significant level, manganese and lead had a negative 

correlation (p<0.01). At a highly significant level, calcium exhibits a positive correlation with both sulphate and 

chloride (p<0.05). Phosphate and iron had a highly significant negative correlation (p<0.01). Lead and Nitrate 

have a highly significant positive correlation (p<0.01). 
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Table 2: Correlation coefficients for Nineteen Physicochemical parameters for the of July 

 

  

 
pH Temp

.  

EC  Alk. TH  TDS  DO BOD TSS Mn Ca Fe  Cu  Pb Cl- SO4
- PO4

- NO3 Turb 

pH 1.000                   

Temp  -.407 1.000                  

EC   -.593 .360 1.000                 

Alk. -.218 .149 .912 1.000                

TH  -.495 .169 .979* .951* 1.000               

TDS  -.596 .337 1.000** .912 .983* 1.000              

DO -.465 .777 -.124 -.448 -.321 -.140 1.000             

BOD -.333 .663 -.320 -.615 -.503 -.335 .980* 1.000            

TSS -.170 -.827 .047 .062 .200 .074 -.609 -.579 1.000           

Mn .714 .156 -.758 -.611 -.806 -.774 .287 .418 -.647 1.000          

Ca -.509 .032 .944 .915 .987* .952* -.397 -.567 .352 -.878 1.000         

Fe  -.589 .400 -.255 -.628 -.400 -.259 .866 .885 -.145 .060 -.396 1.000        

Cu   -.002 -.895 -.281 -.255 -.134 -.256 -.511 -.419 .944 -.383 .025 -.016 1.000       

Pb -.842 .132 .857 .643 .848 .866 -.053 -.216 .414 -.958* .882 .071 .132 1.000      

Cl- -.452 -.138 .874 .873 .948 .886 -.515 -.664 .498 -.906 .985* -.442 .186 .861 1.000     

SO4
- -.591 .276 .996** .916 .991** .998** -.190 -.381 .136 -.807 .969* -.281 -.195 .881 .914 1.000    

PO4
- .550 -.195 .341 .695 .451 .340 -.743 -.787 -.047 -.010 .414 -.977* -.195 -.064 .424 .349 1.000   

NO3 -.836 .250 .912 .701 .886 .918 -.003 -.181 .289 -.916 .897 .050 -.006 .990** .855 .925 -.013 1.000  

Turb -.831 .638 .893 .641 .790 .887 .324 .131 -.139 -.659 .738 .192 -.407 .844 .629 .866 -.072 .905 1.000 
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Table 3: Correlation coefficients for Nineteen Physicochemical parameters for the of August 

  

 pH Temp EC Alk. TH TDS DO BOD TSS Mn Ca Fe Cu Pb Cl- SO4
- PO4

- NO3 Turb 

pH 1.000                   

Tem

p  .367 1.000                  

EC  -.701 -.045 1.000                 

Alk. -.735 .067 .985* 1.000                

TH -.410 -.853 -.231 -.265 1.000               

TDS -.712 -.029 1.000** .990* -.232 1.000              

DO -.293 -.915 .278 .131 .571 .255 1.000             

BOD .241 -.483 .198 .030 -.019 .167 .764 1.000            

TSS -.464 .621 .351 .507 -.325 .379 -.702 -.821 1.000           

Mn .738 .846 -.193 -.163 -.908 -.194 -.644 .002 .116 1.000          

Ca -.310 -.681 -.415 -.411 .960* -.410 .327 -.248 -.193 -.803 1.000         

Fe  -.503 .088 .969* .942 -.431 .965* .219 .309 .280 .030 -.616 1.000        

Cu  -.585 .528 .492 .634 -.287 .519 -.580 -.742 .986* .022 -.197 .408 1.000       

Pb -.803 -.787 .257 .242 .869 .260 .585 -.075 -.009 -.994** .771 .026 .088 1.000      

Cl- .315 .054 .404 .287 -.563 .380 .345 .828 -.438 .448 -.748 .592 -.377 -.477 1.000     

SO4
- .178 -.444 -.802 -.797 .759 -.800 .094 -.236 -.344 -.429 .875 -.915 -.419 .371 -.682 1.000    

PO4
- .203 -.636 -.731 -.777 .807 -.737 .358 .058 -.591 -.489 .850 -.824 -.637 .410 -.466 .955* 1.000   

NO3 -.317 -.685 .573 .427 .221 .549 .914 .844 -.553 -.416 -.058 .570 -.409 .379 .627 -.316 -.042 1.000  

Tur

b 

-

.686 

-

.918 .231 .172 .888 .226 .771 .177 -.258 -.984* .743 .031 

-

.151 

.965
* 

-

.291 .375 .487 .562 

1.00

0 
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Table 4: Correlation coefficients for Nineteen Physicochemical parameters for the of September 

 pH Temp EC Alk. TH TDS DO BOD TSS Mn Ca Fe Cu Pb Cl- SO4
- PO4

- NO3 Turb 

pH 1.000                   

Temp  .858 1.000                  

EC  .711 .322 1.000                 

Alk. -.093 -.579 .382 1.000                

TH -.771 -.709 -.226 .023 1.000               

TDS .658 .184 .942 .625 -.347 1.000              

DO -.956* -.848 -.524 .079 .924 -.545 1.000             

BOD -.265 .222 -.851 -.732 -.137 -.878 .085 1.000            

TSS .433 -.074 .683 .856 -.412 .888 -.438 -.766 1.000           

Mn .920 .916 .387 -.258 -.924 .379 -.981* .096 .262 1.000          

Ca -.664 -.670 -.055 .092 .985* -.188 .854 -.292 -.300 -.878 1.000         

Fe  -.075 .049 -.591 .008 -.576 -.352 -.223 .612 .023 .281 -.696 1.000        

Cu  .514 .018 .717 .804 -.477 .909 -.517 -.749 .996** .346 -.361 .024 1.000       

Pb .591 .796 .354 -.728 -.143 .058 -.429 .095 -.376 .506 -.084 -.484 -.302 1.000      

Cl- .847 .454 .914 .428 -.580 .955* -.769 -.702 .816 .638 -.432 -.216 .861 .225 1.000     

SO4
- .368 .106 .132 .546 -.772 .423 -.570 -.109 .723 .492 -.768 .696 .732 -.496 .496 1.000    

PO4
- -.080 -.312 .582 .274 .659 .424 .357 -.753 .154 -.457 .779 -.951* .129 .195 .216 -.569 1.000   

NO3 .791 .392 .765 .523 -.717 .895 -.798 -.591 .888 .668 -.599 .065 .927 .008 .956* .730 -.022 1.000  

Turb -.772 -.494 -.498 -.365 .909 -.670 .877 .264 -.754 -.796 .843 -.402 -.800 .043 -.806 -.873 .386 -.930 1.000 
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3.2 Present Water Quality 

Table 5 and Figure 1 display the findings of the heavy metals and physicochemical parameters of the samples that 

were taken at various times. 

 

Table 5: Physicochemical parameters and heavy metals of samples collected at different points. 

PARAMETERS Point of sampling 

A B C D 

Ph 6.86 7.04 6.95 6.66 

Temperature (oC) 21.63 21.57 21.73 21.23 

Electrical conductivity (µs/cm) 230.00 342.67 208.67 287.67 

Alkalinity (mg/l) 103.33 94.00 83.00 108.00 

Total Hardness (mg/l) 54.96 66.91 71.84 89.23 

Total dissolved solid (ppm) 194.67 218.00 180.33 242.67 

Dissolved oxygen 7.40 7.02 7.48 7.62 

Basic oxygen demand 2.17 1.92 2.21 2.05 

Total suspended solid 58.64 60.61 52.29 58.26 

Cadmium (ppm) 0.01 0.01 0.01 0.01 

8.46 Manganese (ppm) 9.74 9.62 9.66 

Calcium (ppm) 22.90 27.41 27.08 32.02 

Iron (ppm) 2.88 1.69 2.06 2.11 

Copper (ppm) 0.06 0.07 0.03 0.05 

Lead (ppm) 0.01 BDL BDL 0.02 

Chloride (mg/l) 28.40 35.51 19.41 21.67 

Sulphate (mg/l) 14.63 14.89 15.17 18.02 

Phosphate (mg/l) 1.00 1.19 1.17 1.16 

Nitrate (mg/l) 2.87 2.65 2.39 3.32 

Turbidity (NTU) 1.48 1.40 1.70 1.99 

BDL – Below detected limit. 
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Fig 1. Heavy metals and physicochemical parameters water sample at points A, B, C and D 

The PCA is summarised in Tables 6, 7, and 8, along with the loadings, eigenvalues of each PC, total variance 

explained, cumulative variance, and strong loading values that are indicated. 
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Table 6: PCA of water quality parameters of the Stream in July 

Variables Component 

1 2 3 

Nitrate  .987 -.146 -.073 

Sulphate  .974 .201 .100 

TDS .969 .184 .163 

EC .965 .182 .189 

Pb .962 -.176 -.209 

Total Hardness  .947 .318 .035 

Ca .945 .303 -.123 

Turbidity  .905 -.251 .342 

Chloride  .896 .342 -.283 

Mn -.886 .055 .460 

Alkalinity  .806 .570 .157 

pH -.747 .664 .035 

Fe -.091 -.993 .073 

Phosphate  .142 .981 .135 

BOD -.270 -.831 .487 

DO -.083 -.823 .562 

Cu -.087 -.049 -.995 

TSS .229 .053 -.972 

Temperature  .266 -.361 .894 

Eigen values 10.366 4.752 3.882 

% Variance  

Explained 
54.556 25.011 20.433 

% Cumulative  

Variance 
54.556 79.567 100 

Principal Component Analysis was used as the extraction method, and Varimax with Kaiser Normalisation 

was used as the rotation method. Bold figures denote absolute values >0.5 of parameters with strong loading 

values. 

 

Three PCs, or 100% of the variance, were revealed by the PCA of the July data (Table 6). The first PC, which 

was best represented by nitrate, sulphate, TDS, EC, lead (Pb), calcium (Ca), turbidity, total hardness, chloride 

(Cl), manganese, alkalinity, and pH, explained 54.556% of the total variance.  Iron, alkalinity, pH, phosphate, 

BOD, and DO account for 25.011% of the variance in PC 2. PC 3 significantly increased the load on DO, copper, 

TSS, and temperature and explained 20.433% of the total variance (Figure 2). 
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Figure 2: Component Analysis of water quality variables in July 
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Table 7:  PCA of water quality parameters of the Stream in August 

Variables Component 

1 2 3 

TDS .992 .121 .036 

EC .991 .119 .067 

Alkalinity  .990 .097 -.104 

Fe .980 -.108 .169 

Sulphate  -.864 .496 -.089 

Phosphate  -.816 .540 .204 

Mn -.072 -.996 -.045 

Pb .143 .989 -.040 

Turbidity  .101 .970 .220 

Total Hardness  -.351 .933 .083 

Ca -.512 .849 -.131 

Temperature  .092 -.831 -.549 

pH -.643 -.707 .295 

BOD .139 -.056 .989 

TSS .429 -.107 -.897 

Cu .556 -.025 -.831 

Nitrate  .482 .346 .805 

DO .155 .600 .785 

Chloride  .418 -.513 .749 

Eigenvalues 7.104 7.041 4.856 

% Variance  

Explained 
37.387 37.056 25.556 

% Cumulative  

Variance 
37.387 74.444 100 

Principal Component Analysis was used as the extraction method, and Varimax with Kaiser Normalisation was 

used as the rotation method. Bold figures denote absolute values >0.5 of parameters with strong loading values. 

 

Three components that accounted for 100% of the variance overall were extracted from the PCA of the August 

data (Table 7).  PC 1 loaded heavily on sulphate, TDS, EC, and Alkalinity, iron, sulphate, phosphate, pH, copper, 

and calcium, and it explained 37.387% of the variance. Phosphate, manganese, lead, calcium, temperature, DO, 

pH, turbidity, total hardness, and lead accounted for 37.056% of the variance in PC 2.  PC 3 provided the best 

explanation for 25.556% of the variation and included BOD, TSS, Copper, Nitrate, DO, and Chloride (Figure 3) 
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Figure 3: Component Analysis of water quality variables in August 
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Table 8:  PCA of water quality parameters of the Stream in September 

Variables Component 

1 2 3 

TSS .984 -.007 -.179 

Cu .979 .085 -.186 

TDS .939 .288 .188 

BOD -.867 .097 -.489 

Nitrate  .863 .447 -.234 

Alkalinity  .847 -.521 -.107 

Chloride  .842 .537 .048 

EC .779 .440 .446 

Turbidity  -.670 -.500 .549 

Temperature  -.087 .991 -.104 

Mn .204 .903 -.379 

pH .437 .898 -.055 

DO -.388 -.854 .346 

Pb -.288 .828 .481 

Fe -.157 -.067 -.985 

Phosphate  .324 -.190 .927 

Sulphate  .589 .074 -.805 

Ca -.169 -.610 .775 

Total Hardness  -.300 -.670 .679 

Eigenvalues 7.855 6.187 4.958 

% Variance  

Explained 
41.343 32.565 26.092 

% Cumulative  

Variance 
41.343 73.908 100 

Principal Component Analysis was used as the extraction method, and Varimax with Kaiser Normalisation was 

used as the rotation method. Bold figures denote absolute values >0.5 of parameters with strong loading values. 

 

Three components that accounted for 100% of the variance overall were identified in the PCA of the September 

data (Table 8 and Figure 4).  PC 1 loaded heavily on nitrate, TSS, copper, EC, chloride, alkalinity, and turbidity 

and explained 41.343% of the variance. Manganese, lead, calcium, turbidity, total hardness, temperature, DO, and 

pH accounted for 32.565% of the variance in PC 2.  The variables that best accounted for PC 3's explanation of 

26.092% of the variance were iron, phosphate, sulphate, calcium, and total hardness. 
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Figure 4: Component Analysis of water quality variables in September 

 

The comparison of the stream quality with the W.H.O standard shows that the pH is within the acceptable range 

(Figure 5). The electrical conductivity increased above the W.H.O standard value. This relatively higher value 

could be attributed to the discharge of dirt and suspended inorganic matter and automobile effluent from the 

carwash close to the streamline because of the location of the stream. The high value of TDS may be an indication 

of increased runoff water from excess rainfall. Increased dissolved solids in irrigation water have an impact on 

crop yield, growth, and soil efficiency and the amount of copper content is within the W.H.O. standard range. 

There also is no deviation from the W.H.O. standard in the dissolved oxygen (DO). Because of the stream's 

comparatively low total hardness level, soft water is present. Total hardness brought on by calcium and 

magnesium was typically indicated by the build-up of soap scum and the requirement for excessive soap use in 

order to clean. 
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Figure 5: Comparison of detection levels with WHO Standard 

4. CONCLUSION 

The PCA results demonstrated the factors influencing variations in water quality, the most and significantly 

significant factors that were found to have an impact on the study's water qualities, and the correlation between 

the parameters affecting water quality.  Finding the variables that regularly or consistently cause the water quality 

to fluctuate was also helpful.  Furthermore, it might serve as a guide for choosing preventive actions for the 
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appropriate management of surface water. With the exception of turbidity and EC, which were higher than the 

W.H.O. standard's acceptable level, the comparison of the stream's physicochemical parameters with the standards 

demonstrates an acceptable correlation.  As a result, the study's findings will support the pertinent authorities in 

developing policies that will help them effectively manage the water quality, which has declined as a result of 

pollution from numerous human activities. This research did not work on the microbial parameters of this river, 

therefore future research can explore working on analysing the microbiological parameters of “Omi Omo” Stream 

and more water quality parameters and heavy metals like Chemical oxygen demand, nickel and zinc. 
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Abstract—Wind and solar photovoltaic (solar-PV) power are highly 

variable and intermittent as exhibited by corresponding generation pro-

files. In the utilization of power directly for water pumping, the availa-

bility and reliability of water automatically followed the Renewable En-

ergy Sources (RES) characteristics. On the other hand, Deferrable Irri-

gation Load (DIL), followed a specific irrigation water need profile. The 

DIL profile is determined by crop cycles and corresponding water needs. 

It was also affected by aspects of weather, mainly precipitation, temper-

ature, and wind. This research considered the application of discrete 

switches and Variable Frequency Drives (VFDs) as a combined solution. 

Combined discrete and continuous switching through VFDs, to adapt 

pump load to DIL and RES profiles proved successful. Discrete switches 

engaged the exact number of pumps required to match an expected irri-

gation load. VFD further ensured continuous match of irrigation pump 

load to the anticipated DIL curve, through adjustment of pump speed 

points. Running of the system to adapt the pump power to the RES curve 

yielded better curve-fit results. The energy adapting technique was im-

plemented to improve elasticity, hence the efficiency of the system. The 

results showed that the adapted system to the DIL curve-fit was 95.4% 

compared with a discrete-only system (91.35%). This represented a 

slight improvement of approximately 4.5%. The results demonstrated 

the smoother operation of the pump system and increased energy utili-

zation efficiency. A further improvement on the control strategy for 

VFD coupled with the re-design of irrigation pipe networks was required 

to improve efficiency beyond 95.4%. 

Keywords—Renewable Energy, Wind, Solar PV, Irrigation Pump, Variable 

Frequency Drive  
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1 Introduction  

Kenya faces a food shortage problem, just like many other countries in the developing world. In all these 

countries, there is a need to address the food security problem (National Irrigation Board, 2018). Kenya has put 

in place strategies to shift focus from rain-fed agriculture to irrigation agriculture. Kenya has earmarked several 

irrigation projects and corresponding sites some of which are: Galana-Kulalu, Lotikipi, Perkerra, Rahole, and Wei 

Wei for this purpose [1]. The project's main purpose is to address the food security problem although significant 

commercial interest still exists, especially if cash crops can be grown there.  However, there is a huge problem in 

the projects caused by the high pump costs, which increases the cost of food production, consequently leading to 

the lackluster performance of the projects. In the global struggle to ensure that, the Sustainable Development 

Goals (SDGs) [2] overarches national development, affordable and clean energy as well as zero hunger are key. 

In this pursuit, Kenya invested heavily in the financing of irrigation agriculture. For instance, in 2018, the Galana-

Kulalu Food Project secured a loan whereby Bank Leumi of Israel signed KES 6.35 billion to finance the contract. 

Kenya also spent a significant amount of funding on other irrigation projects (Lotikipi, Perkerra, Rahole, and Wei 

Wei). The major cost of production in all these projects is the diesel used in the pumps or electric generators. 

Where there is a grid connection, the high electricity bills are also a discouragement [2].  However, in most irri-

gation sites there are significant renewable energy sources mainly solar PV [3] and wind. This presents the op-

portunity to tap these resources to address the high pump costs, thereby increasing irrigation energy efficiency 

thus reducing the cost of food produced. Other benefits include the reduction of environmental pollution through 

minimizing of carbon emissions, smoke, or noise mainly attributed to diesel pump engines or electric generators 

[4]. 

1.1 Problem Statement 

One of the major challenges of irrigation projects was high input costs, due to diesel used by the diesel pumps 

and electric generators. However, there existed a solution in renewable energy source harnessing, particularly on 

hybrid wind and solar-PV energy. These alternative sources were variable and intermittent, and so were irrigation 

water needs and corresponding energy needs. It was, therefore, worth developing systems, which adapted pumps 

to (1) resultant Deferrable Irrigation Load (DIL), or to (2) Renewable Energy Resources (RES) themselves. A 

system combining discrete and continuous pump operation using Variable Frequency Drives (VFDs) was required 

as a possible pump adapting solution for effective and efficient utilization of energy in irrigation systems. It was 

necessary to run the adapted models on predetermined economic optimized energy system structures. Accurate 

modelling of the operation of energy systems to determine effectiveness and efficiency of such a system in terms 

of surpluses or deficits of energy generated vis-a-vis energy utilized. 

1.2 Objectives of Study 

Main Objective was to simulate and analyze irrigation energy utilization for adapted irrigation pump load, in 

economic optimized hybrid wind-solar energy system, using stepped variable frequency technique.   

Specific Objectives were: (1) To simulate pumps adapted to deferrable irrigation load using stepped variable 

frequency technique; (2) To simulate pumps adapted to renewable energy resource using stepped variable fre-

quency technique; and (3) to analyze percentage of curve fitting in crop-specific and site-specific scenarios in the 

applied stepped variable frequency technique. 
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2 Literature Review 

There were several solutions proposed to solve modern-day Energy-Water-Food (EWF) nexus-type problems 

[4]. This is whereby by solving energy problems in water provision, the food problems reduced significantly [5]. 

The Kenya government hired Green Arava an Israeli company to offer development and management services to 

a 10,000-acre test firm at Galana-Kulalu [6]. The crop under irrigation was maize. The agricultural officers [6] 

pursued the possibility of including other crops namely: beans, sugarcane, cotton, vegetables, or fruits. The pumps 

engaged could be as high as 15 units could or as low as one during a typical harvesting season. The price of diesel 

is usually high for example in Kenya at present is approximately $2, especially in the far-flung areas where the 

irrigation sites are located. Where direct diesel pumps are used, there is still a big issue concerning repairs and 

maintenance of the units [6]. The situation is a little better when diesel electric generators are used to power 

electric pumps [7]. Electric pumps whether submersible or surface-mounted are induction machines by nature. 

2.1 Variable Frequency Drives  

Variable Frequency Drives (VFDs) dominated electrical machine utilization for decades. There was significant 

use of power electronics to modulate frequency supply to vary the speed of the induction machine. There was 

utilization of VFDs in irrigation systems for driving the Induction Motor Pump [8]. In smart irrigation systems 

[9] electric drives vary in frequency consequently the water discharge required in farms. [10]developed variable-

speed water pumping for photovoltaic systems. The system was for low-scale irrigation.  [11] Still worked on 

photovoltaic systems for small farms. Optimal control of water used in irrigation farms was done by [11] using 

variable speed drives. There was efficiency and cost savings of the system as compared with the ON/OFF systems 

(discrete systems). There was deployment of Artificial intelligence (AI) technique to run a variable speed water 

pumping system by [11]. The Ant System Iteration Best (ASib) proved to yield 10% economic pump savings. The 

ASib was better than the Genetic Algorithm (GA) in this problem [12]. A problem of pumping systems design 

and performance was studied by [13]who compared reservoir and pump conditions and established that elevation 

and pump distances had a significant impact on efficiency. Center pivot irrigation systems were studied by [14] 

who found that a reduction of energy consumption by 12.2% was possible with the use of variable speed drives. 

The economic advantages of VFDs were studied by [15] who discovered that the use of VFDs reduced the invest-

ment costs by 15%. Detailed Study of pump affinity laws in [10] showed the relationship between rotor speed and 

discharge as well as power. This was a research on the MATLAB/Simulink platform. Renewable Energy in Irri-

gation 

The use of renewable energy in irrigation was studied by [16] who studied hybrid wind-solar systems on small-

scale farms (<2.0 Ha) and added farm uses where excess winds were experienced. [17] Also developed a hybrid 

wind-solar system for a dragon fruit field measuring 3000m2 thus reducing the dependence on fossil fuels. [17] 

Studied the beneficial economics of a small-scale banana farm in Uganda. [18] Automated modern farming system 

and found out that it was favorably economical.  Wind pump conditions were competently studied by [19], [20], 

[21], and [22] and all were in agreement that wind pumping for irrigation agriculture were more suited that solar 

PV systems. It was possible to bring large areas under irrigation with wind-powered pump systems. 

2.1 Research Gap 

There was an emerging gap in irrigation load modeling and characterization with VFD technology applied. In 

all the literature studied, rarely did the researchers develop annual models considering the nature of irrigation. 

They had dwelt less on irrigation load characterization and profiling. Further, still there was less emphasis given 

to the potential harnessing of RES at corresponding sites. The researchers concentrated much on one irrigation 

site and dwelt on a few crops. Few irrigations need curves ware determined by proper modeling of irrigation load 

through agricultural data. The gap addressed adequately in this research was two pronged. Two models were 
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required to depict the problem. The agricultural model used to determine the Irrigation Water Needs (IWN) was 

the initial, required for specific crops grown at the corresponding irrigation site. In second phase, detailed analysis 

of pump model so that pump load profile matched with pump power. The uniqueness of this research was proper 

irrigation load modeling done in many crop situations as well as for different irrigation sites in Kenya[1]. The 

irrigation water needs modeled from the agricultural parameters [22] given in Equation 1 below. 

 

 𝑄 =  
[𝜌(0.46𝑇𝑚𝑒𝑎𝑛+8)𝐾𝑐+𝑃𝑝−𝑃𝑒]∗104∗𝐴𝑙𝑎𝑛𝑑

103∗𝑇𝑝𝑢𝑚𝑝
𝑚3/s               (1) 

The equivalent circuits as shown in Fig. 1 below [23] characterize induction Machines.  

 
Fig. 1. Per-phase equivalent circuit of induction machine 

 

Equation 2 below shows the corresponding load current. The output power is given in the form of   P=I2R and 

can be shown to be as follows[1] 

 𝐼2 =  
𝑠𝑘𝑡𝐸1

√(𝑅2)2+(𝑠𝑋2)2
                (2) 

 = 𝑁 𝑥 
3𝑘𝑡

3𝐸1
2𝑠(1−𝑠)𝑅2

[(𝑅2)2+(𝑠𝑋2)2]𝑥1000
  (3) 

𝑃𝑚𝑜𝑡𝑜𝑟 =
𝑃𝑝𝑢𝑚𝑝

𝜂𝑚𝑜𝑡𝑜𝑟
 

 =
𝜌.𝑔.𝐻𝑇𝐷𝐻.𝑄

𝜂𝑚𝑜𝑡𝑜𝑟𝜂𝑝𝑢𝑚𝑝 𝑥 3.6 𝑥 106 𝑘𝑊 

 = 𝑁 𝑥 
3𝑘𝑡

3𝐸1
2𝑠(1−𝑠)𝑅2

[(𝑅2)2+(𝑠𝑋2)2]𝑥1000
 (4) 

Following pump affinity laws it can be shown that [1] 

  
𝑃1

𝑃2
 =

 𝜔1
3

𝜔2
3  =  

𝑘𝑄1𝑘𝐻1𝑓𝑒1
3

𝑘𝑄2𝑘𝐻2𝑓𝑒2
3   (5) 

Energy source modeling was as shown in Equations 6, 7 and 8 below. An assumption was that HGHI was 

6.5 sun-hours in Kenya, an equatorial country 

 𝑃𝑤𝑖𝑛𝑑 =
1

2
𝐶𝑝𝜂𝑡𝑢𝑟𝑏𝑖𝑛𝑒𝜌𝑎𝑖𝑟𝐴𝑉3

1000
𝑘𝑊 (6) 

 𝑃𝑠𝑜𝑙𝑎𝑟 =
𝐴𝑝𝑎𝑛𝑒𝑙 𝑥 𝑟𝑥 𝑃𝑅𝑥 𝐻𝐺𝐻𝐼

6.5
𝑘𝑊           (7) 

 𝑃𝑚𝑜𝑡𝑜𝑟 ≤ 𝑃𝑤𝑖𝑛𝑑 + 𝑃𝑠𝑜𝑙𝑎𝑟 (8) 

Apanel is solar panel area (m2), Aturbine is wind turbine blade area (m2), and Cp is coefficient of performance of 

wind turbine (%).  fe is variable frequency (Hz), g is acceleration due to gravity (9.81kg/m3), and HGHI  is solar 

irradiance (kW/m2).  kQ is discharge pumping constant, kH is head pumping constant, N is number of irrigation 
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Pumps (units), and Pdeficit is power deficit (kW) and Pe is precipitation (effective rainfall) (mm). Pgenerated is power 

generated (kW), pp  is percolation (mm), PR is performance ratio of the solar system (%), Putilized  is power uti-

lized(kW), Pwind is power output of the wind turbine(kW), and r = yield factor of solar panels (%).  V is wind speed 

(m/s), ηmotor is pump efficiency (%), ηpump is pump efficiency (%), ηturbine is turbine efficiency (%), ρair is the actual 

air density (kg/m)], and ρw= density of water (1000kg/m3) 

3 Methodology 

In this research, three models were developed and used. They were a physical model, mathematical model, and 

MATLAB/Simulink models. The details of the models are as described in the following subtitles. 

3.1 Physical Site Model 

 This was as shown in Fig. 2 was used. It was a typical physical irrigation site as postulated by [1]. It was 

possible to install at least solar PV panels and wind turbines in the sites selected. The optimum number, rating, 

and ratio of these components had been determined utilizing Hybrid Optimization Modeling for Electric Renew-

ables (HOMER) software. The considered size of land was 10000 acres (4047Ha). 

 

 
Fig. 2. Typical Model of the Irrigation Site 

 

The figure above was extracted from [1], in the research for “Optimized Optimized Hybrid Wind-Solar Energy 

System Structures For Irrigation Pump Load Sites In Kenya”. This research conducted in the first phase where 

the optimal structure of wind and solar PV system corresponding to irrigation sites and crops was prerequisite. 

3.2 Mathematical Model 

The mathematical model for the research shown in Fig. 3 below. The upper part of the model (Fig. 3) repre-

sented the RES power generation, while the lower part represented the induction motor load. Note that the dis-

charge required defined in the term kQkHfe3 in the model was key point in the research. This term represented 

the Head (H) and Discharge (Q) as shown in affinity laws (Equation 5)[1]. The difference between the generated 

and utilized power gave the surplus or deficit. In adapted systems with stepped VFDs, the surplus or deficit ex-

pected to be perfect because of a perfect load curve fitting to DIL or RES curves was also key in this research. In 

a stepped VFD system, induction motor pumps that make the significant irrigation load, were not only switched 

according to the approximate number required (N) but also operated at a critical frequency (fe) which was varied 

to consequently vary Q as demanded by irrigation water need (IWN) (Equation 1) 
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Fig. 3. The Mathematical Model 

3.3 MATLAB/Simulink Model 

The corresponding MATLAB/Simulink block and simulation diagrams shown in Fig.4 and Fig. 5 below were 

the operating models. On the left-hand side was the RES generation system whose output fed a common DC bus. 

A short transmission line used to evacuate the generated power to the load side was included. On the load side, 

the irrigation pumps switched ON in sequence as the VFD variable frequency output acted to control the speed of 

the pumps. 

 

 
 

Fig. 4. The Block Diagram of MATLAB/Simulink Model 
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Fig. 5. The MATLAB/Simulink Simulation Model  

 

3.4 Results 

The models run on MATLAB/Simulink software for these two scenarios (i) one-site-many-crops scenario (Fig. 

6) and (ii) five-sites-one crop scenario (Fig. 7). The results also shown were for discrete and VFD systems adapted 

to sufficient and insufficient energy resources (Fig. 8). The results in the figures showed that the adapted pump 

systems to DIL was a successful strategy. The adapted load curve (Red Curve) was observed to be between the 

anticipated DIL curve (Blue Curve) and the discrete pump load (Brown Curve). A curve fitting improvement from 

a discrete curve was therefore evident. There was a smoother transition between steps albeit with significant os-

cillations. Higher cyclic crops– crops that grown more than 3 times in a year–like spinach and radish were shown 

to have more stepped switching than low cycle crops like sugarcane. Cash crops for instance sugarcane and cotton 

had significantly stable peak demand compared to food crops such as maize beans and spinach. In all cases, the 

adapted pump load was lowest in the period around the 26th week. This was the period between May and August 

were coincidentally there was significant precipitation (Rainfall) at the Galana-Kulalu site. This in effect reduced 

the irrigation water need. The reservoir levels had the greatest oscillations or instability whenever there was a 

peak demand. There was no notable relationship between the variable frequency curve and reservoir levels. There 

was no relationship between the size of the load and variable frequency since it was determined based on the 

critical load at each point in the system. There was a near-perfect curve fit when a stepped VFD pump system 

acted to adapt the load to sufficient and insufficient RES (Fig. 8). 
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Table 1.  Table of Figures for MATLAB/Simulink simulation results (one-site-six-crop scenario) 

 

  
Fig. 6(a). Galana-Kulalu: Maize Irriga-

tion 

Fig. 6(b). Galana-Kulalu: Beans Irri-

gation 

  
Fig. 6(c). Galana-Kulalu: Sugarcane Ir-

rigation 

Fig. 6(d). Galana-Kulalu: Radish Irri-

gation 

  

Fig. 6(e). Galana-Kulalu: Spinach Irri-

gation 

Fig. 6(f). Galana-Kulalu: Cotton Irri-

gation 

Note that the Galana-Kulalu: Maize Irrigation does not appear in the following set of results (Fig. 7.) because 

it is the common scenario between the two sets of figures. 
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Table 2.  Table of Figures for MATLAB/Simulink simulation results (five-site-one-crop scenario) 

 

  
Fig. 7(a). Lotikipi: Maize Irrigation Fig. 7(b). Perkerra: Maize Irrigation 

  
Fig. 7(c). Rahole: Maize Irrigation Fig. 7(d). Wei Wei: Maize Irrigation 

 

 

Table 3.  MATLAB/Simulink simulation results in sufficient and insufficient RES conditions 

  
Fig. 8(a). Wei Wei: Maize Irrigation in sufficient 

(scaled-up) solar PV 

Fig. 8(b). Galana-Kulalu: Sugarcane Irrigation in 

sufficient (scaled-up) wind power 
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Fig. 8(c). Galana-Kulalu: Maize Irrigation in insuf-

ficient(scaled-down) wind power 

Fig. 8(d). Wei Wei: Maize Irrigation in very low 

(scaled down too much) wind power 

 

4 Analysis 

The system variable frequency successfully maintained itself between 40Hz and 60Hz as shown by the Variable 

Frequency (VF) curve in Fig. 6 and Fig.7. The reservoir level indication was unique for each case. The observed 

disturbance on reservoir levels was great and unique during peak demands in each case. Highly cyclic crops like 

spinach and radish had more steps compared to lower cyclic crops like sugarcane and cotton. The longer cyclic 

crops had stable energy requirements compared to short cycle crops. 

 

 
 

Fig. 9(a). Results analysis for discrete and stepped VFD pump systems adapted to DIL(one-site-six-crop-

scenario). The one-site is the Galana-Kulalu Irrigation Site 
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Fig. 9(b). Results analysis for discrete and stepped VFD pump systems adapted to DIL(five-site-one-crop-

scenario). The one-crop is maize. 

 

Fig. 9(a) below showed analysis of the results for generated verses utilized energy for one-site-six-crop-sce-

nario. It was clear that the generated energy was very high as compared to utilized energy. The generated energy 

for spinach irrigation system was the highest (3.7MWh/Yr) compared to the lowest, that of sugarcane 

(2.5MWh/Yr). The average generated energy was 3.3MWh/Yr. The utilization in terms of anticipated DIL, dis-

crete pump system and adapted (stepped frequency) pump system were all between 0.8-1MWh/Yr therefore indi-

cating a surplus of slightly over 2.7MWhr/Yr. Fig. 9(b) shows the five-site-one-crop-scenario, where the crop 

referred to here is maize. Galana-Kulalu site had the possibility of very high renewable energy generation 

(3.6MWh/Yr) and corresponding highest surplus (2.7MWH/Yr) compared to a Wei Wei site low of 2.0MWh/Yr. 

The average RES possible to generate at the Galana-Kulalu site was approximately 3.30MWhrs while the possible 

average utilized energy was 0.89MWhrs in a given year. This meant that there was a generation surplus of 2.41 

MWhrs. For the other sites, it was 3.22MWhrs against an anticipated utilization of 0.96 to yield an expected 

surplus of 2.26MWhrs. The surplus created by using the adapted load through stepped VFD was higher than that 

of the discrete system in each scenario above. 

 

Fig. 10(a) below shows the analysis of the results for the one-site-six-crop-scenario and.  The analysis showed 

that there was a significant improvement in the use of VFDs as opposed to discrete-only systems.  In all cases 

studied the stepped frequency strategy was much better that the discrete system. For the one-site-six-crops sce-

nario, the variable frequency curve fitting to DIL was 96.9% against the discrete system having 91.3%. Fig. 10(b) 

showed the case of five-site-one-crop scenario. There was a slight improvement in stepped variable frequency of 

93.9% against 91.4% when irrigation sites were changed. An overall improvement of 95.4 curve fit was observable 

against a 91.4% curve fit for the discrete-only system. The location of RES irrigation system significantly affected 

the surplus energy generation. 
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Fig. 10(a). Results analysis for discrete and stepped VFD pump systems adapted to DIL 

 

 
Fig. 10(b). Results analysis for discrete and stepped VFD pump systems adapted to DIL 
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in effect did not adequately serve the irrigation load, in other words, it was not possible to irrigate satisfactorily 

with a scaled-down energy system rather than an optimized one. This was because pumping of irrigation water 

was schedulable or deferrable event, yet the RES were not. In an irrigation system, a curve-fitting technique 

to RES with adapted pump load through VFDs was excellent meaning that this strategy was best applicable 

as a demand-side management strategy for a power system.  For curve fitting to RES, the improved efficiency 

of energy utilization meant that energy generated was readily utilizable in irrigation with a high surplus, which 

was available for other agricultural uses or energy export. The research therefore recommended additional 

energy-intensity agricultural uses of RES such as electric drying and other value-added farm processes.   An-

other recommendation is investment in large food processing factories near potential irrigation sites if RES 

harnessed for large-scale irrigation farms was possible. Other high-energy use solutions like in the production 

of hydrogen alongside irrigation plans were quite considerable. Where it is not possible, a combination of 

irrigation systems with large water users, for example, a municipal or city or an energy buying utility company 

entity was sustainable so that excess energy was utilizable for pumping water, sewerage, or direct use instead.  
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1 Introduction 

Electric power systems hold the key to national development. Adoption of renewable energy resources, among 

which wind energy is prominent, is thus persistently gaining attention as the world experiences unabated increase 

in demand for electricity. Wind energy becomes most popular renewable energy option due to its cleanliness and 

minimal maintenance requirements of the energy’s conversion facilities [1]. Wind energy conversion (WEC) 

technology has expanded significantly over several decades and has become the most cost-effective approach to 

renewable energy harvesting at present [2–4]. In the technology, WEC systems transform the kinetic energy of 

wind-flow to electricity. The kinetic energy then converts to mechanical power by the rotation of wind turbine 

blade, while the turbine generator, in turn, employs the mechanical power to generate electricity [5].  

Since the flow of wind fluctuates, there is a corresponding fluctuation in the developed mechanical power, with 

consequential fluctuations in the magnitude of the electric power generated. To this end, wind turbines are in-

tended to only function within wind power availability constraints [6, 7] to avoid severe weather that may cause 

damage to them. Proper wind turbines control is thus critical in the deployment of the technology as this promotes 

efficient use of the capacity of WEC systems and alleviates aerodynamic and mechanical stresses [8].  

Turbines with variable speeds perform in two distinct areas: above-rated and below-rated power; to capture the 

most wind speed whenever the power output falls under the expected values. Whenever the flow rate of the wind 

is less than the cut-in speed, the rotational speed of the wind turbine generator (WTG) is zero and thus produces 

no power [9, 10]. If the wind is below the rated speed and above the cut-in, maximum power can be collected 

from the wind by some controlling mechanism call maximum power point tracking (MPPT) technique [11]. At 

the above-rated-speed range, the primary goal becomes maintaining consistent power output without damage to 

the system. This is usually done by reducing the amount of wind energy collected, which is performed by adjusting 

the pith angle of the blades [12, 13]. Therefore, in addition to alleviating mechanical stress, robust power quality 

management and manipulation of reactive resource usage are other reasons for system control in WEC systems.  

Oscillation in the output energy, as a result of changing wind speed, is a major challenge of WEC systems; and 

adjustment of the blade angle has been the major solution to this fluctuation of power [14]. By adjustment, wind 

speed beyond the rated value is checked by triggering pitch angle control mechanism [8] in order to keep the 

power output constant at its rated value. Management of the pitch angle is a method in which the turbine blade 

angle is varied as the power control variable beyond the wind speed rated value [15]. Proportional-integral (PI) 

controller has been commonly used as pitch angle adjuster; but despite its simplicity, [14, 15] submit that the 

controller cannot reach the optimized performance due to the non-linear dynamics of WTG. Therefore, different 

control structures like nonlinear PI (N-PI) [15] and fractional order PI (F-PI) [16]; have been in use. As well, 

structural cascade control [13] and the control fault tolerant [17] are used in compensating unknown time-varying 

nonlinearity and disturbances. Some other available techniques are observer-based blade pitch control [18] and 

fuzzy logic control [19–21]. In addition, pitch angle control has been improved through model predictive control 

(MPC) approach, but with related prediction computing complexity [22]. Another way by which pitch control has 

been improved is that instead of relying on prediction, the control is accomplished using a future knowledge of 

wind conduct and the wind speed data sent to WTG from one another [23]. Such signal may then be provided for 

the MPC to ensure best possible response [18–19]. Information on future wind conditions aids MPC to provide 

optimal solutions while considering system constraints [20]. The MPC can also predict future behavior using a 

plant model, and as a result, the WTG control system has shown significant gains [21]. From a practical standpoint, 

however, the online solution of quadratic program is the main drawback of the MPC [20, 21]. As a result, a better 

method for controlling pitch angle is required; hence, this present study proposes the use of artificial neural net-

works (ANN) for the control. 

At the core of the concept of the approach presented in this study is the design of an MPC-based controller that 

is capable of constantly maintaining minimum fluctuation in the power output of WEC systems [22]. The strategy 
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involves providing wind speed data to the wind turbine ahead of time using backward propagation neural networks 

(BPNNs). In the literature, neural networks (NNs) have been used to build nonlinear control systems. It is therefore 

employed in this study for pitch control in WEC system to maintain a constant power output level in the region 

over the rated output power. The controller is designed to perform an advance optimal control action and minimize 

undesired power fluctuations [24–26]. This proposed method is demonstrated using a software-based simulation 

platform with wind turbine model and a real-life windspeed data.    

The remaining parts of this paper are arranged as follows: while methodology of the study and materials used 

are presented in Section 2, Section 3 contains and discusses the results of the demonstration of the approach, and 

Section 4 draws the conclusion of the study. 

2 Methodology 

A model of the WEC system whose pitch angle was controlled using neural network (NN), was developed on 

the simulation environment of MATLAB/Simulink. Figure 1 is a blocked diagram that depicts the modeling. 

While inputs to the NN are the current speed of the turbine generator and the change rate of the speed, its singular 

output is the shifting angle of the differential pitch of the wind turbine. The mechanical power developed by this 

turbine is thus a product of the varying angle of the pitch. 

 

Fig.1. Block diagram of the NN-based control of pitch angle in WEC system 

The operational characteristics of a typical WEC system are as represented by the plots in Figure 2 that show 

the relationship among the parameters of the system. WEC system is generally characterized by tip speed ratio (λ) 

and power coefficient (Cp) that is described in [27] as: 
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Where   represent turbine speed, R  stands for radius of the swept area of the turbine rotor, Wv is the wind speed, 

α is the pitch angle, 𝛽 = 𝑘3𝛼 + 𝑘4𝛼
𝑘5 + 𝑘6, 𝛾 = 𝛼3 + 𝑘8𝑘9𝛼 + 1, and Λ = 𝑘8(𝛼

3 + 1)𝛼.  

By general description, approximately mechanical power, mP , developed by the turbine blades from the wind 

flow is [31–33]: 

35.0 Wpm vACP =                                                       (2) 
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Where  stands for the air density and A for the swept area of turbine rotor blade. If   stands for the turbine 

speed, then  max  represents the maximum turbine speed at which maximum mechanical power is developed 

from wind flow. Therefore, the wind speed,
*

Wv , at which the maximum mechanical power is harvested is [27]:   
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Thus, the maximum mechanical power accruable from the wind by the turbine is a function of 𝛼 and max as 

[27]: 
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Adapting the turbine speed to rotational speed of the turbine generator requires a gear system with ratio


n
gr =

, where n  is the generator speed. This generator speed thus relates with mechanical power as [27]: 
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Thus, from equation (3), the relationship among wind speed, pitch angle and generator speed is obtained as [27]: 
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Fig. 2. Operational characteristics of a typical WEC system. Adapted from [27] 
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Training procedures and computations in neurons and layers of the NN model are carried out using Levenberg-

Marquardt (LM) algorithm. LM is a second-order algorithm [28, 29] that can solve complex problems [30]. The 

block diagram of the NN model developed with two hidden layers of 16 neurons altogether is display in Figure 3. 

Present generator speed,
n , and rate of change of the speed, 𝜔𝑛

′  are the two inputs into the model; while the 

output is the varying pitch angle which determines the power quality generated. Generally, NN is expressed as 

[30]: 

                                                    𝑌 = 𝑋𝑇𝑊                                              (7) 

Where;  

X represent input; 

W for the weight, and  

Y for the target / output. 

 

 

Fig. 3. Block diagram of the NN model 

The procedures followed for the multi-layer perceptron learning are: 

Step one:  Data propagation layer to the output from the input; forward propagation 

Step two:  The actual and the predicted outcome differences are determined as; calculative error on the output 

bases.  

     Step three:  The network and updated model with respect to each weight are obtained as derivative error; error 

back-propagation.  

Step four:  Steps 1to3 were to learn ideal weight over multiple epochs; and 

Step five: to obtain the predicted class labels, the output via a threshold function is taken.  

The hidden layer activation unit 𝑎1(ℎ) is calculated in the first step as [30]: 

𝑍1(ℎ) = 𝑎0(𝑖𝑛)𝑤0,1(ℎ) + 𝑎1(𝑖𝑛)𝑤1,1(ℎ) +⋯+ 𝑎𝑖(𝑖𝑛)𝑤𝑘,1(ℎ)     (8) 

    𝑎1ℎ = ∅(𝑍1(ℎ))                     (9) 

The activation unit results is the application of activation function, ∅, to the 𝑧 value. This is differentiable for 

weight learning using gradient descent. The activation function is mostly the sigmoid (logistic) functions. 

  ∅(𝑧) =
1

1+𝑒−𝑧
      (10) 

In order to solve complex problems like image processing, the nonlinearity needed is allowed. The hidden layer 

activation is also represented as [30]: 

               𝑧(ℎ) = 𝑎(𝑖𝑛). 𝑤(ℎ)     (11) 

Where the output later is: 

            𝑍(𝑜𝑢𝑡) = 𝐴(ℎ).𝑤(𝑜𝑢𝑡)     (12) 

Wherein,  

𝑎(𝑖𝑛) = ith value is the input layer 

𝑎𝑖(ℎ) =  ith unit is the hidden layer 

𝑎𝑖(𝑜𝑢𝑡) =  ith value in the output layer 

𝑎0(𝑖𝑛) =   The corresponding weight 𝑤0 with bias unit 

𝑤𝑘,𝑗(𝑖) =  from layer 1 to layer i+1 is the weight coefficient 
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 Training, validation, and testing of the NN algorithm was achieved using 70%, 15% and 15% respectively, of 

the wind speeds data; while mean square error (MSE) was used as evaluation index. The data, which is ten-year 

real-life wind speeds in the city of Ibadan (Nigeria) as recorded per minute for the period, was obtained from 

Climate Hazards Group Infrared Precipitation Station (CHIPPS). Performances of the proposed control mecha-

nism are evaluated by investigating the behavior of the turbine to the wind speeds that are greater than the rated 

capacity of the turbine. The output mechanical power relates to the variations in the pitch angle, which is a function 

of the turbine generator’s speeds. 

3 Results and Discussion  

Results obtained from the demonstration of the pitch controller are here presented and discussed. Regression 

analysis, training, and validation of the NN model, as well as mechanical power output behavior of the WEC 

system based on the approach of this study are described. 

Shown in Figure 4 are the regression analysis curves wherein outputs are plotted against targets. The four plots: 

training, validation, test, and all; are presented, with the all-plot giving an overall performance of the algorithm. 

The closer the target to the output, the better the regression plots. Likewise, the more the regression value is to 1, 

the better. The output value represents the equation of a straight line. The coefficient of the target is the gradient, 

and the constant value is the intercept on output axis. Also, the more the slope is to unity and the intercept to zero, 

the better the regression plot. The curves show regression values of 0.97343, 0.97512, 0.99185 and 0.97651 for 

the training, validations, tests, and all, respectively. The all-plot’s regression of 0.97651 was considered to be 

good value, and so the algorithm was deployed for the pitch angle control. 

 

In Figure 5 is revealed the performances of the algorithm. The best validation performance of the NN model was 

22.1343 at epoch 91. This validation value implied that the model could be deployed for the proposed prediction. 
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Fig. 4. Plots showing the results of regression analysis. 

 

 

 

 
Fig. 5. Performances of the model at training and validation 

 

Figures 6 and 7 respectively show the pitch angle adjustment using the NN-based controller and the corre-

sponding mechanical power developed, as compared with the defaults. While in Figures 6 the actual and the 

predicted values of the pitch angle are compared, the mechanical power developed in response to the pitch adjust-

ment is presented in Figure 7. At a peak performance on the figure, power output of 1300 W was obtained through 

the NN-based control as compared to 950 W from the default method. This shows 38.89% increase in the power 

developed by the turbine. 

Best Validation Performance is 22.1343 at epoch 91 
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Fig. 6. Comparison between the actual and the NN predicted pitch angle. 

 
Fig.7. Mechanical power developed using the NN-Based pitch angle controller. 

4 Conclusion  

With the simulation experiments carried out, this study has found out that the NN-based pitch angle control of 

wind turbines performs well in controlling the mechanical power developed by wind energy conversion systems 

above the turbine’s rated wind speed. The control mechanism performs well in the above-rated-wind-speed region 

of operation, with increase in the mechanical power developed by the turbine. The approach is thus recommended 

for the enhancement of pitch angle control and the overall efficiency of wind energy conversion systems for better 

reliability of electric power supply. For hierarchy of decision-making, however, the control mechanism can be 

developed further using deep neural network. 
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Abstract: Water desalination plants powered by solar energy represent a viable 

solution for addressing a part of the water needs in areas without reliable water supply. 

In this case extending the electric grid and water delivery to remote communities 

remain challenging for some countries. Using Namibia as a case study, this work 

carried out a feasibility study on the extent of which, solar energy could be used to 

power the entire desalination process thereby aiding groundwater usable for human 

consumption. This process includes but not limited to desalination of underground 

wells and boreholes as solution to the water shortage problem in remote areas. In this 

study, a solar-powered desalination technique that could enhance the process of clean 

water provision to villagers is proposed with the aim of implementation. It further 

compares and analyzed various desalination technologies to determine the best fit 

based on the dryness of areas. Ohawuwanga Village in Namibia was used for 

evaluation purpose with a sampling instrument-questionnaire which determine the 

village's daily water consumption and corresponding power required. Modelling, 

simulation, and analysis of the system was carried out using MATLAB Simulink in 

terms of energy consumption. Other parameters considered in this research are cost, 

water recovery ratio, salt removal factor, durability, and market analysis. The research 

revealed that electrodialysis is the best technology for desalination in terms of efficient 

power consumption amidst other factors compared. 
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1. Background to the study 

Sustainable development goal six (6), came with the responsibility to ensure that water and sanitation access is 

guaranteed [1]. Hygiene is one of the very important needs for human healthy living therefore access to clean 

water is access to good life [2]- [3]. The demand for good water is on the rise in line with the increasing world 

population. In addition, good water is also required for cultivation purpose, industrialization in various sectors 

such as energy, mining, mechanical and the rest. Some developed countries are still faced with the challenge of 

clean water. Ohawuwanga is a village in Namibia's northern Ohangwena region with a very little population, 

located on longitude and latitude of 17.4026° S, 16.7508° E respectively as shown in figure 1[4].  Based on the 

findings of this research, villagers of this community are still relying on naturally brackish water from boreholes 

and hand-dug wells, making it one of the many areas where clean water scarcity remains a challenge [5] – [7]. 

Renewable energy sources are fast becoming very popular especially in communities that are not connected to the 

grid. Due to this condition, one of the alternative accesses to clean and desalinated water is to implement a solar 

powered process of water desalination. Common source of water in the case study are wells and boreholes which 

is naturally brackish and unfit for human consumption.  

 

 
 

Figure 1: Map of Namibia showing Ohawuwanga 

 

The term used for the description of water salinity with a mix of fresh and marine water is called brackish. It is a 

formative part the sea water. Natural brackish water is dangerous for human health because it contains pollution 

or salt levels that are higher than the allowable minimums [8]. The alternative to obtaining clean water from 

brackish sources is to desalinate the water as indicated by Mousa in [9]. A typical brackish water is indicated in 

figure 2.  
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Figure 2: Typical brackish water [8] 

The life expectancy has been significantly decreased [10], especially in developing and underdeveloped countries, 

reason not also far from unhealthy water consumption as currently experienced by Ohawuwanga village dwellers. 

Many diseases can be avoided through sanitation, which calls for the provision of a better water supply. However, 

fair consideration of financial incentives including low initial expenditures, simplicity of operation, and low 

maintenance requirements for water treatment technologies are among factors making it difficult to ensure clean 

water supply in vulnerable areas. Nevertheless, in order to meet the needs of most of the population in remote 

areas. The choice of desalination technology is influenced by several factors. The salinity of the feed water, the 

salinity of the generated water, the energy requirements, the environmental impact, and the cost of building the 

plant are some of these criteria. Desalination systems can use a variety of technologies, including membrane 

distillation (MD), electrodialysis (ED), and reverse osmosis (RO). However, a desalination plant's total 

performance is significantly impacted by the technology used in the facility. Since many technologies have a 

variety of limitations, such as high-power consumption, poor efficiency, low output water capacity, among others. 

This research investigates various methods of purifying unclean water using Ohawuwanga village in the 

Ohangwena Region of Namibia as a case study of solar PV water desalination system technology. The overall 

aim is to find out the suitability of implementing solar powered desalination plant using any of the existing 

technologies such as membrane distillation (MD), electrodialysis (ED), and reverse osmosis (RO).  Figure 3 is an 

illustration of the desalination process of a brackish water flowing from the well through the various ocean barrier 

levels to the ground level. For cleansing, such water passes through the desalination plant before subsequent flow 

to homes and industries for utilization. Again, in urban locations where electricity supply is connected to the grid 

powering the desalination plant is pretty easier unlike the situation being addressed in this work where rural areas 

and villages especially in dry terrains such as Namibia are not connected to the grid. Alternative, energy sources 

are required to power such plants to safe the communist from the disaster associated with bad water consumption. 

As reflected in the sustainable development goals six (6), for smooth evolvement of human society success and 

sustainability, securing a steady supply of energy and freshwater is essential. Provision of freshwater to everyone 

in sufficient quantities is paramount for human survival.  
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Figure 3: Brackish water extraction and desalination process [8] 

The decreasing availability and quality of accessible fresh and brackish water sources is further aggravating the 

issue of water scarcity. This occurs as a result of both poor water resource management and a lack of an all-

encompassing viewpoint in policymaking [11] - [12]. Large-scale infrastructure projects that are implemented 

quickly, such as dams and irrigation systems for supply-side management, initially mobilize more water resources 

but ultimately result in a reduction in the amount of freshwater available. While groundwater levels are falling in 

significant aquifers and fewer rivers are flowing into the ocean. Moreover, Industrial and agricultural enterprises 

are polluting very significant quantity of freshwater sources [13] - [14]. Water scarcity is a complex issue that 

involves stakeholders from all facets of society especially the power sector. Engineers are entrusted with creating 

solutions that address the demands of the developing world as it emerges from poverty as well as the challenges 

of the rich, unsustainable developed world. Experts in water resource management, however, promote a more 

nuanced and inclusive strategy, emphasizing the complexities of water policy and the interrelationship between 

the society, economics, ecology, and engineering. Although experts in water resource management suggest that 

effective water policies should be prioritized over technology solutions. Seawater desalination is a rapidly 

developing technological option that may be able to address the water scarcity situation.  

 

Historically, fossil fuel-powered power plants are energy efficient, but recent price instability, erratic availability, 

and growing environmental concerns have caused new desalination plants to explore for alternative energy 

sources, such as nuclear or renewable energy. Large-scale nuclear seawater desalination has the potential to be a 

key component of supplying a secure, economical, and consistent supply of fresh water [15] - [16]. Securing a 

consistent supply of freshwater is more crucial than ever with the world population expected to reach 

approximately ten billion people by 2050 [17] – [19]. Meanwhile, the global demand for freshwater is on the rise.  

The novelty of this research work is to carry out a feasibility study using a case study to determine the total daily 

water requirement in m3/day of a typical village under water scarcity condition, evaluate three desalination 

technologies namely reverse osmosis, electrodialysis and membrane distillation in terms of their energy 

consumption, cost, water recovery, salt removal factor, durability, market analysis and determine the most optimal 

desalination technology to be implemented for providing consumable water that will make this solution feasible. 
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This research is significant to the relevance of alternative and renewable energy source while helping to alleviate 

the water scarcity issues and enhancing quality life. However different desalination technologies require a 

significant amount of energy to operate.  Ohawuwanga Village is not connected to the grid therefore an alternative 

water desalination technology that uses a form of renewable energy is applicable. This study further provides 

recommendations for the most optimal desalination technology to be used for a solar-powered desalination system 

in the case study.  Although, the desalination technology employed for water desalination in specific plant has a 

great effect on the overall performance and effectiveness of the desalination plant. A cost analysis is also carried 

out as part of the feasibility study as well as other optimization techniques to ensure that productivity, strength, 

reliability, longevity, efficiency, utilization and operational factors are maximized.  

 

2.0 Review of Literature 

This section discusses the performance of reverse osmosis (RO), Electrodialysis (ED), and membrane distillation 

(MD) based on previous literatures. The results of the performance factors for the three technologies under 

discussion from other studies are explored. Some of the factors of interest include energy consumption, costs, 

water recovery, membrane efficiency and others. The principle of operation of the three technologies had been 

reviewed to ascertain their general performance for optimal recommendation. Although the focus of our review 

is more on the impact of energy consumptions and alternative energy sources especially renewables. Summary of 

literatures and findings are presented in table 1.  

 

Table 1: Summary of literatures  

Author Year Aim Analysis 

[20] 2023 worked on a small-scale desalination system 

towards improving provision of freshwater.  

 

 

 

the authors incorporated non-renewable hybrid 

energy sources using series of combinative 

methodologies for freshwater productivity. 

They further analyzed the market share of 

various desalination technologies vis-a-vis 

renewable energy systems 

[21] 2023 aim at investigating nanomaterials concepts 

around desalination systems based on current 

and future standpoints.  

 

 

considered a bibliometric method to identify 

future trends and recent development in 

various desalination processes with respect to 

their power sources. The comprehensive 

analysis of the authors also considers water 

filtration which makes the approach different 

from other studies however also limited to 

highly populated regions such as China and 

some part of the United Kingdom. it does not 

consider membranes or electrodialysis. 

[22] 2022 carried out findings on advance technologies 

on seawater desalination with focus on 

membrane distillation.  

 

proposed a method called solar powered 

membrane distillation with minimum 

electricity cost using renewable energy 

technologies. The work is a complete review of 

integrated system and does not evaluate or 

compare with other existing methods. 

[23] 2021 proposed three different strategies for 

improving evaporation rate of alternative 

water sources. 

 

the authors introduced principles of solar 

driven water desalination technologies called 

solar-thermal membrane desalination and solar 

driven electromechanical desalination. A 
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further summary of comprehensive review and 

using a strategic method was presented without 

major proposal of new solution 

[24] 2020 aim at providing an eco-friendly and effective 

freshwater production with minimal cost.  

 

 

 

Used a solar vapour evaporation technique to 

design a controllable energy conversion system 

for solving challenges associated with water 

evaporation. The authors enumerated key 

challenges at the end and provide a more 

practical approach to water purification process 

[25] 2019  work towards determining integration 

measures for solar powered desalination to 

combat freshwater issues in China. 

 

 

 

the study is limited to China as a country but a 

wholistic consideration of reducing greenhouse 

gas emission was checked using coupling 

technologies and sustainable energy approach 

especially considering the very high population 

in China. The author facilitated diverse 

perspective and understanding of energy 

consumption for freshwater production. 

[26] 2019 discussed powering desalination process as a 

sustainable solution. 

s 

 

emphasized on the growing concerns of 

merging solar technologies with desalination 

focusing on improving energy efficiency. The 

method used by authors is more review 

oriented with focus various methods.  

[27] 2012  provided a wide-range review of desalination 

technologies within Saudi Arabia context. 

 

 

 

embraced a poly-generation method with more 

emphasis on environmental and economic 

impacts of renewable energy sources but 

limited to Saudi Arabia. At the end the authors 

provided guidelines that are generic in nature 

for desalination to be considered using 

alternative energy sources 

 

A comprehensive review of literature reveals that cost analysis modeling and optimization techniques were not 

considered in most of the previous works which emphasis the significance and the novelty of this work and its 

contribution to knowledge. Further concepts are presented in the following subsection.  

 

2.1 Operating principles of desalination technologies 

Three major desalination technologies are considered for this study ED, RO, and MD. They have different 

operation principles which is also integrated with their power consumption rate amidst other technical and social 

economical consideration towards achieving a freshwater production. First is electrodialysis (ED) which, is an 

electrochemical separation method that runs at atmospheric pressure and employs direct electrical current to 

transport salt through an ion-selective membrane, leaving freshwater behind. ED differs from all other major 

desalination procedures in that the dissolved salts are transported away from the supply saltwater, rather than the 

other way around. When positive salt is fed into the system, ions travel through the cation-permeable membrane 

to the negative electrodes, whereas negative salt ions migrate to the positive electrode via the anion-permeable 

membrane.  To maintain the system's condition, ED systems can periodically reverse the direction of ion 

movement by reversing the polarity of the applied electric current. It's called Reverse Electrodialysis in this 

scenario. Figure 4 depicts a simple sketch of the electrodialysis process. 
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Figure 4:  Simple representation of Electrodialysis (ED) process. 

Another concept considered in this work is the membrane distillation. This is an evaporative process in which 

water vapour passes through a hydrophobic membrane and later separated from the feed water phase by a 

difference in pressure (temperature). MD is a kind of desalination that combines thermal distillation and 

membrane desalination. Due to greater pressure and vapour, steam molecular water can be transferred across 

membrane in form of exchange between the compartment of warmer and the cooler. As divergent of other 

technologies, the membrane driven machinery primary energy is thermal in nature, which is also used for 

distillation because electricity is required for supplementary facilities [28] - [29]. (sensors, controllers and pumps). 

The difficulty of making membranes with equal efficiency is one of the major setbacks for MD to compete with 

other options. Reviewed literatures revealed that it is more energy-efficient and a preferable alternative to other 

desalination methods although not commercially viable.  The third method considered in this research work is the 

Reverse Osmosis (RO). This is a process that uses a permeable membrane to separate a solvent (in this case, 

water) from a solution, leaving behind a concentrated solution. However, the osmotic pressure is ensured is kept 

below the seawater leaving behind solid salt particles letting the desalinated water to go through semi-permeable 

membranes. This will further reduce the chances of the membrane precipitation and other substances based on the 

applicable pressure as limits. In other words, there is a limited amount of feed water that can be recuperated as 

clean water is reduced because of the limited quantity of feed water passing though the membrane to the RO units. 

Physical or chemical filtration and clarity of saltwater can be accomplished using coagulation chambers, 

flocculation chambers, or dissolved air flotation chambers. Membrane filtration, such as ultrafiltration and 

microfiltration, can remove bigger particles and colloids, allowing for filtration and clarifying. Chemical pre-

treatment may be unnecessary with certain membrane techniques. The incoming water will then be pressured by 

the pump station. The needed pressure depends on the supply water's quality, which ranges from 17 to 27 bars for 

brackish water to 55 to 82 bars for seawater [15]. RO uses membranes to separate freshwater from saline or 

brackish feedwater in the main desalination process (Figure 5). Cellulosic, completely aromatic polyamide, and 

thin-film composite RO membranes are the three main varieties.  
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Figure 5:  Experimental representation of Reverse Osmosis[30] . 

 

In the past few decades most of the factors considered has witness great improvement to increase the operating 

pressures and active regions, giving rise to greater rejection and recovery. The maintenance of split between the 

feed-spacer and the membrane sheets offers an open channel for the feed water flow. In addition, rejected 

compounds are allowed to be mixed away from the surface of the membrane. The most frequent feed spaces 

planning in RO modules are the biplanar extruded net [31]. The cost of feed-spacers is usually below $1 per square 

meter. They are manufactured from polypropylene, chemical inertness, extrudability and a thickness value ranging 

from 0.6 to 0.9 mm [32]. There could be an increase in fouling as well as decrease in salt rejection due to poor 

mixing [33]. The permeate spacer usually results in a canal for receiving and moving permeate from the membrane 

to a tube through the mechanical assistance. The significance is not to lower feed channel pressure that will impact 

the overall system performance rather to lower the trans-membrane pressure due to permeate production.  The 

permeate spacer is important for element efficiency while the woven polyester is the most prevalent permeating 

spacer material.  Although there are huge old facilities that can be used for spiral wound membrane modules to 

improve desalination process but the use of Thin Film Composite membranes (TFC) to replace cellulose acetate 

improved membrane technology by allowing for lower working pressures, larger fluxes, and higher efficiency is 

fast becoming popular [34] – [36].  

 

Additionally, RO uses solely electrical energy, whereas thermal desalination uses both thermal and electrical 

energy. Besides, Forward Osmosis (FO) is a revolutionary concept that also uses the principle of osmosis. It uses 

natural osmosis to dilute a seawater feed stream by utilizing a draw solution with a higher osmotic pressure than 

the feed, which pulls water from the feed solution across a semipermeable membrane. Using a modest heat source 

(40℃), the draw solutes are removed from the diluted draw solution and recycled. A combination of ammonia 

and carbon dioxide gas is commonly employed as a solute. For the membrane phase of the process, specific energy 

consumption of less than 0.25 kWh/m3 has been documented. When it comes to the amount of thermal energy 

necessary to regenerate the draw solution, FO is not more efficient than RO [37]. However, because forward 

osmosis does not require significant hydraulic pressure, it has a lower fouling proclivity.  
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2.2 Performance of the desalination technologies 

Desalination technologies performances are very critical and holistic based on energy consumption, water 

recovery, membrane efficiency and salt removal.  Operational performance has a major impact on how much 

energy is used to produce a given volume of water. Different desalination technologies operate based on to various 

principles. As a result, different quantities of energy are needed to generate a given volume of freshwater. [38] 

discussed about the benefits and drawbacks of the primary membrane desalination systems. The size of the 

particles that are trapped or permitted to flow through the membrane was said to be the main distinction between 

each desalination technologies. Results from desalination systems were acquired and compared, including the 

ability of groundwater and saltwater to remove salt and contaminants. Based on findings in the works of [30] – 

[32], [37], RO osmosis removes 25–45% of seawater and 90% of brackish water, while groundwater and seawater 

have corresponding ED values of 95% and 99%. In the work of [38] the power usage and energy production costs 

of RO technology depend on certain system elements such the membrane configuration, system effectiveness, 

total amount of dissolved salt in the input water, and so on. The work of [38], further evaluated the three 

desalination systems in terms of the efficiency and the use of their membranes. Reverse osmosis was found to be 

the most effective desalination process by [38], who also analyzed the capabilities of the desalination systems. 

 

The functionalities of the technologies were not assessed in relation to a single type of renewable energy source; 

hence the comparison fell short of being credible. The result was also reached based solely on the technology's 

initial cost, which is not the only criterion in determining the technology to be used at a particular site. The 

determination of the best technology or a combination differs from location to region, claims [39]. As a result, 

caution must be applied while choosing a technology for a particular desalination system in a certain region. The 

capital cost, operational and maintenance costs, the type and availability of renewable energy sources, energy 

efficiency, as well as environmental implications, are important variables that influence the choice of the preferred 

technology. According to Lucas in [40], the combination of RO technology and solar PV energy sources is 

preferred among other methods. It is important to state that; mechanical auxiliary systems can be driven by RO 

using only electrical energy, making it the most energy-efficient commercially accessible technology. Although 

RO is now the most energy-efficient desalination technique commercially accessible, based on the findings of 

[40].  This logic may or may not given the development of technologies new technologies. Additionally, the 

specifics of the case study of this research will also either conform with this outcome or provide a new direction.  

 

Authors in [41] – [43] highlighted the importance of the final water cost as a deciding element in the choice of the 

best technology. The costs of various technologies were recorded in the findings for [42] and [38]. In comparison 

to MD, computer models conducted in [44] by Pietrasanta et al. based on ten different locations provided an 

indication that the climate and feed water salinity are key factors in permeate yield. The study also included the 

production capacity for RO ranges from 0.1 m3/day for marine and domestic uses to 395.000 m3/day for 

commercial applications, whereas the capacity for ED ranges from 2 to 145.000 m3/day. [31], has several 

advantages over competing technologies, including a theoretical rejection rate of 100% none volatiles coupled 

with salts with lower temperatures below the traditional distillation ranges from 600C – 900C. The pressure is 

lower in terms of operation when compared with respect to other membrane processes. Furthermore, it requires 

less space requirements, few equipment among other thermal processes. In contrast, RO and MD does not require 

pre-treatment. It is also possible to operate the module intermittently. If the membrane becomes dry, there is no 

risk of membrane damage. The salinity of the feedwater is not depending on the quality of water, product rate and 

the theoretical system efficiency. Javed et al. [45] conducted a techno-economic study of a hybrid solar-wind-

battery for a stand-alone system and investigated the influence of a low loss of power supply probability, finding 

that it had an enormous influence in direct, and indirect cost. 

 

The Canary Islands were used as a case study by [46] to examine the relationship between energy and desalination 

methods and to demonstrate the energy and financial implications of desalination. On the other hand, it is noted 
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that there aren't enough research comparing actual investment scenarios of projects to create an analysis of the 

investment decision. The authors objectives, ambition, predicted impacts, implementation, and methods to 

maximize impact stand out as some of the characteristics of interest in the first place. In addition, a sensitive 

analysis was conducted to determine whether the proposed technologies met the requirements for applying for 

desalination technologies, the dimensions of the facilities, and the impact on the investment decision for the target 

output. Furthermore, the MD process also has drawbacks, such as membrane wetting, which results in water of 

poor quality, the use of microfiltration membranes in MD experiments, and lower flow rates as compared to other 

desalination methods. Additionally, MD requires both heat energy and electrical energy, compared to other 

membrane technologies. Thermal energy is the primary energy needed for membrane distillation, while electricity 

demand is minimal and is only required for auxiliary services like pumps, sensors, and controllers. 

 

Norihiko Ishimaru conducted an experimental investigation for remote areas using a solar PV driven ED 

desalination system [47], while the effectiveness of ED membranes was found to range from 6.0% to 8.2%, that 

of RO membranes was found to vary between 6.8% and 10.5%. The amount of water generated by RO and ED 

was discovered to range between 200 mTM and 375 m3/d, respectively, and the amount of electricity used to 

create the water was discovered to be less than the intended figure of 1.92 kWh/m3. In Table 2 is a presentation 

of summary of findings of literature regarding performances of the three major desalination technologies with 

respect to energy consumption considered in this research.  

 

Table 2: Summary of findings with respect to performance 

 

Desalination 

technology 

capacity(

m/day) 

of plant 

Consumption of 

energy specifically 

for a (kWh/m3) 

Gain output ratio/ 

performance ratio 

(GOR/PR) 

Efficiency (%) Ratio of 

recovery 

(%) 

Reverse osmosis  >600 1.5-6.0 0.5-8.1 NA 10-51 

Electrodialysis  <600 0.8-1.0 NA 8.5 20-95 

Membrane 

distillation 

NA 1,2-3.5 NA NA NA 

 

Authors in [48] – [51] analyzed the energy usage of the three methods, resulting to a summary of energy required 

solely depend on the plant's design, the temperature of the feed water, the use of energy recovery devices, and the 

desired quality of the produced water. However, the quantity of energy needed mostly depends on the salinity of 

the feed water, the volume of feed water that is converted to freshwater, and the rejection rate, which gauges how 

effectively the membrane removes salts from the feed water. Various energy consumption results found in, [48] 

– [51] are tabulated in Table 3 only with the available record on findings.  

Table 3: Energy consumptions of main commercial desalination technologies. 

 

Energy consumption RO ED MD 

Electrical energy consumption (kWh/m3) 1.5-2.5 0.8-2.5 2-2.5 

Thermal Energy consumption (MJ/m3) - - 4.5-6.50 

Equivalent electrical to thermal energy (kWh/m3) - - 12.2-19.1 

Total energy consumption (kWh/m3) 1.5-2.5 0.8-2.5 1.45-4.35 

 

The essential performance metrics for brackish water desalination were listed by [52] with respect to the 

effectiveness of RO using a common evaluation process. To determine the required salinity removal ratio, first 

define the feedwater salinity (Co), then measure the three indicators that are primarily related to the technology's 

cost-effectiveness. Specific energy consumption, water recovery ratio, and the output of clean water from 

processes are the three indicators. The performance of ED and Membrane Capacitive Deionization were compared 
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in [53]. When evaluating ED's performance, several factors were considered, which include energy consumption, 

thermodynamic efficiency, SEC – a real scale, salt removal, water recovery, and others. The SEC method was 

employed as the main parameter to assess ED performance in this study. SEC stands for the quantity of energy 

needed to create a unit volume of product water. 

 

𝑆𝐸𝐶 =
(𝑁𝑉𝑐+𝑉𝑒𝑙)×𝐼×𝐴𝑚

𝑁𝑑
            (1) 

 

Where N denotes the number of cell pairs in the stack, V denotes the voltage between the cell pairs, Vc denotes 

the electrodes' redox reaction potential, I denotes the average current density within a cell pair, Am denotes the 

area of the ion-exchange membrane, and Qd denotes the dilute volumetric flow rate per cell pair. A numerical 

solution of the 2-D Nernst-Planck model was used to calculate the cell pair voltage and the average current density 

for a given separation. The thermodynamic energy efficiency, n, was another variable that was used to assess ED's 

effectiveness. The minimum specific energy consumption of separation (SECmin), which is normalized by the 

SEC, and is represented by equation (2), which is thermodynamic energy efficiency.  

Declination angle, 𝛿 = 23.45 × 𝑠𝑖𝑛 (
360

360
) × (𝑛 − 1)   (2)  

 

2.3 Review of costing parameters 

An estimated average capital costs that was used in this feasibility study to evaluate the capital costs for the three 

technologies for the Ohauwanga Village in Namibia is presented in Table 4. The performance parameters were 

thoroughly investigated to ascertain their impact on the general performance of a desalination unit in order to 

assess the performance of the three desalination methods (RO, ED, and MD). Examples of such factors include 

energy requirement, capital expenses, water costs per unit of product, water recovery, and salt removal membrane 

efficiency. Each technology's performance characteristics were determined and calculated using distinct sets of 

data. Data from the locations were collected in some cases; part of these data came from simulations and others 

from experimental outcomes. Studies have revealed that the salinity of the site feed water and the technology's 

membrane have a significant impact on a desalination technology's performance. For example, RO technology is 

a pressure-based technology, thus it consumes more energy compared to ED and MD.  

 

Table 4: Estimated average capital costs per cubic meter.  

 

Technology Estimated average cost (N$/m3) 

RO 207.22 

MD 148.69 

ED 156.50 

 

A summary of literatures and findings on various methods and approaches used in earlier research have provided 

indications on approaches that are preferable and appropriate for current investigation. The next section will 

discuss mathematical models and the design specifically for this feasibility study. 

 

3.0 Materials and Methods 

The methodology employed in this research covers reverse osmosis, electrodialysis, and membrane distillation as 

the three desalination technologies evaluated as proposed. This study utilized a quantitative analysis technique. 

The three technologies' performances were compared, and the preferred technology is suggested for usage in the 

cases study - Ohauwanga Village's desalination system. To figure out how well the technologies perform, 

mathematical models were formulated. A MATLAB-Simulink model was also carried out using the package to 

determine the SEC of each technology. The simulation in MATLAB was used to obtain the SEC of each 
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technology. The research design is illustrated in figure 6. It contains the procedural block diagram of the main 

procedures that were followed to carry out this research. Data gathered for the desalination plant in the village of 

Ohauwanga, as well as the design parameters generated from actual secondary data and equations, are the 

foundation of this study. Each technology's performance factor was identified, and the technologies were 

compared. 

 
 

Figure 6: Flow of Methodology and research design 

  

Data collection for this study involved the use of a questionnaire, the feedback received were later used for 

simulation of the technologies using MATLAB-Simulink model for proper analysis.  A total of 157 questionnaires 

were handed to the households and the main targets were the household owners. Some of the site parameters for 

Ohauwanga Village were collected. These parameters were: plant capacity, total dissolved salts, expected time of 

operation of the desalination plant, latitude angle, solar irradiance and hours of full sun with specific energy 

consumptions, SEC (kWh/m³). The SEC for each technology was obtained from the simulations done in Simulink 

from the Renewable Energy Desalination (REDs) library. Furthermore, the cost of the desalination unit and the 

Photovoltaic (PV) power plant are included in the capital/investment cost. The unit cost obtained by prior studies 

was used to compute the total capital cost needed for each desalination unit. The Direct Current (DC) power 

needed for the desalination plant and the PV plant was sized for each technology. The total daily demand for each 

unit was determined using the SEC for each technology as indicated in section 2.  It was expected that ground-

mounted systems will cost 51067.80 N$/kW to install. These costs cover the PV array as well as the installation, 

electrical equipment, and balance-of-system elements for each system. 

 

3.1 PV plant Sizing  

First is the determination of the tilt angle of PV, Equation (3) – (5) were used for this sizing accordingly with 

reference to equation (2).  

 

Altitude angle 𝛽 = 90 − (𝐿 + 𝛿)        (3) 

 

𝑡𝑖𝑙𝑡 𝑎𝑛𝑔𝑙𝑒 =  90 − 𝛽          (4) 

 

where, L is the latitude angle and n are the days number of the year. The total daily energy demand and the DC 

peak power were calculated by using (6) and (7) respectively. 

 

𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑖𝑙𝑦 𝑒𝑛𝑒𝑟𝑔𝑦 𝑑𝑒𝑚𝑎𝑛𝑑 =
𝑆𝐸𝐶(

𝑊ℎ

𝑚3)

𝑑𝑎𝑖𝑙𝑦 𝑝𝑙𝑎𝑛𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 (
𝑘𝑊ℎ

𝑚3 )
      (5) 

 

 

𝑃𝑑𝑐(𝑘𝑊) =
𝑑𝑎𝑖𝑙𝑦 𝑒𝑛𝑒𝑟𝑔𝑦 𝑑𝑒𝑚𝑎𝑛𝑑

𝑑𝑒𝑟𝑎𝑡𝑒 𝑓𝑎𝑐𝑡𝑜𝑟×
ℎ

𝑑𝑎𝑦
𝑜𝑓 𝑓𝑢𝑙𝑙 𝑠𝑢𝑛

          (6) 



 
 

JDFEWS 4 (2): 83-105, 2023 

ISSN 2709-4529 

 

         Adebisi, et al., 2023                                                       JDFEWS 4(2), 2023, 83 - 105 

 

In addition, to calculate capital cost is equation (8)  

 

C𝑜𝑠𝑡 =  𝑃𝑑𝑐(𝑘𝑊) ×
1000𝑊

𝑘𝑊
× 2.94

$

𝑊
           (7) 

 

These calculations also considered water recovery for the three technologies which is assumed to be constant 

(75%) for membrane efficiency/salt removal. Production of water cost per unit volume, Levelized Cost of Water 

(LCOW) function uses the formulation in equation (8) to determine the unit water cost per cubic meter of product 

water. This same method was adapted from the United States Department of Energy and water cost. It was 

employed as a cost function for the desalination system[54]. 

 

𝐿𝐶𝑂𝑊 =
[(𝐼𝑃𝑗+𝐹𝑃𝑗)+(𝐼𝑥𝑗+𝑀𝑥𝑗)+(𝐼𝑡𝑎𝑛𝑘𝑗+𝑀𝑡𝑎𝑛𝑘𝑗)[ ÷(1+𝑟)𝑗)

∑
𝑄𝑤𝑗

(1+𝑟)𝑗

     (8) 

 

Where: Ip ,  MP, and Fp represent the investment, maintenance and operation costs (M&O), and fuel costs (in this 

case it is a constant for units, hence assumed to be 1), Itank and Mtank are the water tank and Investment and 

maintenance (also assumed to be 1), Qw  and r is the annual quantity of water produced over the analysis period 

(5 years in this case) and discount rate (3%) respectively. In terms of data comparison, the performance factors 

for the three technologies were compared. The analysis and comparison were done in terms of energy 

consumption, water recovery ratio, efficiency, cost, durability, and market analysis of each technology. This 

section presented the methodology that was carried out to undertake the research. The detailed procedural tasks 

and equations that were used to evaluate the performance of RO, ED and MD were highlighted and the detailed 

results and discussion is presented in the next session.  

 

4.0 Discussion of Results 

Since this research focus more on feasibility study due to lack of freshwater and reduced water consumption levels 

for the residents of the case study - Ohawuwanga village. The questionnaire was precisely asking respondents 

about the estimated normal daily water use for their families. The survey results showed that each home used 

between 40 and 320 litres of water per day or in some cases an average of 139.2 litres. Additionally, based on the 

household size of seven people, it can be shown that the daily water consumption per person in Ohawuwanga is 

19.9 litres, or nearly 20 litres. It's important to note that the fact that 100% of respondents claimed they augmented 

their freshwater consumption with rainfall and salt-contaminated well water raises the possibility that the typical 

person's daily freshwater consumption may really be lower than the reflected values captured in the questionnaire. 

Table 5 contain the survey's findings in this regard. 

 

Table 5: Questionnaire responses 

 

Respondents (n) Mean daily consumption 

(litres/household) 

minimum (litres) Maximum (litres) 

157 139.2 40 320 

 

 

Some of the challenges, based on this feasibility study reflects, 78% of the respondents are having issues with 

their water supply and either the respondent directly or a member of their household had saline water difficulties. 

Due to the distance, they must drive to and from town, some inhabitants only purchase potable water when they 

visit, which is only once a month. Considering the technical feasibility of solar power desalinated plant, from the 

analysis – this work carefully considered willingness to pay for desalinated water and its processes using modern 
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technologies. This work further investigated to determine how much people in Ohauwanga were generally willing 

to pay for desalinated water. Residents were initially asked in the survey if they would be willing to pay for 

dependable, clean freshwater from Ohauwanga Village and, if so, how much they would be willing to pay in total. 

Additionally, a key premise of the query was that no people accessed any freshwater that came from the village 

and that all wells and boreholes were salt-contaminated. Ohauwanga village residents are prepared to pay for the 

dependable and hygienic freshwater, as shown in Table 6 reported at 88% of those surveyed said they would 

purchase freshwater from the Village if available. Moreover, it was determined that the mean willingness to pay 

for a 20-liter bottle was 1.92 N$.  

 

Table 6: Readiness and willingness to pay for desalinated water. 

 

Respondents percent of 

respondents 

mean WTP for 

clean and 

reliable water 

N$/20L 

standard 

deviation 

minimum 

WTP N$/20 L 

Maximum 

WTP N$/20 L 

157 88 1.92 1.18 0.37 3.74 

 

Nevertheless, very few percentages of the respondents indicated fresh water should be free for the villages 

irrespective of the process involved to make it available. Other site parameters considered during the feasibility 

study at Ohawuwanga Village's was the water demand which is calculated to be 7.93 m3/day. The optimum 

concentration of treated water was compared to the solid concentration of the water from the case studies boreholes 

in accordance with acceptable drinking water standards for the country. The table 7 summarizes the case study 

site parameters. 

Table 1: Site parameters of Ohauwanga Village 

 

Parameter Value 

Plant capacity (m³/day) 7.93 

Total Dissolve Solids - TDS (ppm) 567 

Expected time of operation(h/day) 8 

Irradiance (kWh/m²) 6.6 

Hours of full sun (h/day) 5.5 

 

Other factors considered towards obtaining accurate energy consumption specifications uses the SEC for each 

technology by obtaining MATLAB Simulink results based on the available data using mathematical models 

formulated in previous sections. The SEC, which is the measure of the amount of energy needed to generate one 

cubic meter of water, is a crucial component in desalination technology. The energy needed to create portable 

water increases with a technology's SEC. Therefore, a low SEC desalination process is chosen over a higher SEC 

technology. The SEC for ED was found out to be 2.563 kWh/m3 as shown in figure 7 while the SEC for MD was 

found to be 3.102 kWh/m3 as shown in figure 8. 
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Figure 7: Simulation of Electrodialysis (ED) in MATLAB Simulink 

 

 
Figure 8: Simulation of Membrane Distillation (MD) in MATLAB Simulink 

 

Similarly, the SEC for RO was found out to be 4.484 kWh/m3 as shown in the simulation result obtained in figure 

9. 
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Figure 9: Simulation of Reverse Osmosis (RO) in MATLAB Simulink 

 

The specific energy consumption for each technology was obtained from the simulations carried out in MATLAB 

Simulink. The SEC for each technology is tabulated in table 8. 

 

Table 2: SEC of each technology as obtained from the simulation. 

 

Technology Specific Energy Consumption (kWh/m3) 

Electrodialysis (ED) 2.563 

Membrane distillation (MD) 3.102 

Reverse osmosis (RO) 4.484 

 

4.1 Recovery ratio and Cost Analysis 

The brackish water recovery ratio used in this investigation was set at 75% for all methods. Any technology can 

have a variable water recovery ratio. It is a variable value that varies as the plant runs. This factor is therefore 

constant for the three technologies under consideration. Also, the cost analysis is this study is the sum of four 

major components i.e. cost of the desalination process, the second component is the cost of the PV plant, storage 

tank and as well as fuel cost. The capital cost for the desalination process include desalination membranes, pumps, 

and labour. The estimate of the capital cost per cubic meter of fresh water is presented in table 9. 

 

Table 3: Capital cost of each of desalination plant foe each technology 

 

Technology Estimated average cost (N$/m3) 

Reverse osmosis (RO) 207.22 

Membrane distillation (MD) 148.69 

Electrodialysis (ED) 156.50 

 

The daily capacity for the case study was found to be 7.94 m3/day. Therefore, the total capital costs for the three 
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desalination technologies were calculate and the results are shown in table 10. 

 

Table 4: Estimated average cost of water. 

 

Technology Estimated average cost (N$) 

Membrane distillation (MD) 1645.32 

Electrodialysis (ED) 568.27 

Reverse osmosis (RO) 1242.61 

 

4.2 Capital cost for PV power Plant 

It is worthy to note that the desalination technology had a different SEC. As a result, it was discovered that each 

technology had a varied daily energy requirement. In order to accommodate each technology's daily energy needs, 

the PV plant was sized uniquely for each technology. The costs of the PV modules and inverters were factors 

considered while determining the cost of the PV plant. To power the plant, the sizing was carried out for all the 

three technologies used; Daily solar irradiance = 6.6 kWh/m² which is estimated to 5.5 hours of full sun.  

Therefore, the PV plant sizing for electrodialysis is; 

 

Total daily energy = 2.563kWh/day × 7.9344kWh/day =  20.3359  kWh/day 

 

Pdc(kW) =
daily energy demand

derate factor ×
h

day
of full sun

 

 

=
20.3358 kWh

0.76 × 5.5
h

day
of full sun

 

 

= 4.865 kW 

 

Similarly, the PV Plant sizing for membrane distillation is;  

 

Total daily energy = 3.104kWh/day × 7.9344kWh/day =  24.628  kWh/day 

 

Pdc(kW) =
daily energy demand

derate factor ×
h

day
of full sun

 

 

=
24.922 𝑘𝑊ℎ

0.76 × 5.5
ℎ

𝑑𝑎𝑦
𝑜𝑓 𝑓𝑢𝑙𝑙 𝑠𝑢𝑛

 

 

= 5.8919 𝑘𝑊 

 

And the third PV plant sizing for reverse osmosis is given by;  

 

Total daily energy = 4.484kWh/day × 7.9344kWh/day =  35.578  kWh/day 
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𝑃dc(kW) =
daily energy demand

derate factor ×
h

day
of full sun

 

 

=
35.578 kWh

0.76 × 5.5
h

day
of full sun

 

 

= 8.511 𝑘𝑊 

 

With the analysis presented, it infers that the solar panels must be able to produce a power of 8.511 kW. It also 

gave room for assumption of ground-mounted systems cost to an estimated value of 51,067.80 N$/kW watt to 

install. These costs cover the PV array as well as the installation, electrical equipment, and balance-of-system 

elements for each system.  Table 11 summarizes the electrical energy requirement and cost of the PV plant for 

each technology.  

 

Table 11: Electrical energy requirement cost summary for the three desalinated technologies. 

 

Technology Total Energy Demand 

(kWh/m3) 

peak watts of DC 

(kW) 

Cost ($) 

Electrodialysis (ED) 20.336 4.865 248444.85 

Membrane distillation (MD) 24.628 5.892 300891.50 

Reverse osmosis (RO) 35.578 8.511 434638.05 

 

Taking reference from related works, the cost of water storage tank per m3 is also considered to be at N$ 4429.35, 

the tank total cost is 4429.35×7.94 = N$ 35169.04. The maintenance costs for PV plant and storage tanks were 

estimated to be 3% of the capital costs, while the maintenance costs for the desalination processes were estimated 

to be 10% of their initial costs. The membrane life of the three technologies was found to be more than five years. 

In this study the durability of the desalination plant was anticipated to be to be ten years. The cost of maintenance 

of the PV plant, desalination unit and the storage tank are given in table 12. 

 

Table 12: Maintenance cost of PV plant, desalination process and storage tank 

 

Technology PV plant(N$) Desalination 

process(N$) 

Storage tank(N$) 

Electrodialysis (ED) 74533.45 115185.68 9314.49 

Membrane distillation (MD) 91342.75 109444.90 9314.49 

Reverse osmosis (RO) 130391.41 152516.94 9314.49 

 

RO desalination process requires a lot of maintenance due to membrane fouling, which is the build-up of salt on 

the effective membrane area. On the other hand, ED requires more maintenance than MD due to build-up of ions 

on the ion exchange membrane. MD requires minimum maintenance, hence the lower maintenance costs. The 

efficiency range of the three desalination technologies are shown in table 13.  
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Table 135: The range of efficiencies of the three technologies 

 

Technology Salt removal/membrane efficiency (%) 

Electrodialysis (ED) 65-85 

Membrane distillation (MD) 54-85 

Reverse osmosis (RO) 65-95 

 

The LCOW equation (8) was used to calculate the unit cost of water at a rate, r of 3% for 10 years each technology: 

When the required parameters were obtained in the previous sections the results are presented in table 14 as the 

cost of water production.  

 

Table 6: The levelized cost of water (LCOW) of each technology 

 

Technology Levelized cost of water-LCOW (N$/m3) 

Electrodialysis (ED) 4.38 

Membrane distillation (MD) 3.77 

Reverse osmosis (RO) 4.35 

 

Having discussed the results obtained from the methodology formulations, data collected and simulation. The 

three-desalination unit's growth rate and demand rate are covered in this section of the research. The general 

effectiveness of the three technologies is covered in this part. In general, RO's performance is preferred for the 

case study based on the feasibility for large-scale applications and locations with greater feedwater salinities. The 

extensive literature review also showed that, desalinating feedwater with a salinity of greater than 5000 mg/L 

using RO is economical. On the other hand, due to its affordability, ED is preferred for small-scale and sites with 

lower feedwater salinity (5000 mg/L) due to its low energy requirements, low operating pressure and temperature, 

and status as a low-cost alternative to established technologies like RO and MD. Membrane distillation is thought 

to have enormous potential but for some of its identified drawbacks in the literature section, it is not commercially 

viable. Drinking water can be effectively purified using the MD method, which can get rid of all kinds of non-

volatile ions. However, in terms of market share based on the peculiarity of areas under consideration, the RO 

holds a significant market share in terms of technology, and it is anticipated to dominate the market for water 

desalination plants in terms of volume throughout the forecast period. The RO process's supremacy can be due to 

its higher efficiency and lower energy needs. However, MD is leading in terms of growth. ED was the first 

membrane-based desalination technology to be commercialized. Albeit the preferential adoption of RO ensures 

supplies in a minor portion of the drinking water industry today.  

 

5.0 Conclusion and Recommendations 

It is economically and technically viable to deploy a solar powered desalination system based on the study carried 

out in this research considering the nature of data obtained in the village used as case study. The outcome of this 

research is applicable for other similar terrains with common parameters. The installation of a solar-powered 

desalination system in areas where freshwater is a serious challenge would enable residents to access safe, clean 

water for consumption and lessen the health problems caused by brackish water. It is feasible that the Village may 

experience financial gains from owning, developing, and operating a solar powered desalination plant after 

analyzing the cost of the solar powered desalination technology taken into consideration in this study. It is clear 

from the energy usage data that RO requires more energy to produce a volume of 7.94 m3/day. It takes 21.3% 

less energy for ED to produce 7.93 m3 per day than it does for RO. It has been shown that MD uses the least 

amount of energy to create the same amount of water. It was discovered that the energy requirements for MD 

were roughly 13% fewer than those for ED and 16.8% less than those for RO. As a result, it was determined that 
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RO needs more inverters and PV panels to meet its energy needs. As a result, RO often has greater capital expenses 

than ED and MD. On the other hand, the number of PV panels, as well as inverters required for ED and MD, were 

found to be relatively less than that of RO.  

 

The unit cost of product water for RO was discovered to be greater than the unit cost of product water for ED and 

MD as a result of higher SEC. The higher energy needs of RO are brought on by the high osmotic pressure pumps. 

For all three systems, it was expected that the water recovery would remain constant. For all the analyses that 

were done, it was maintained at 75%. Based on how RO functions in general. For each technique, the range for 

salt removal from feed water was determined. The findings indicate that MD has the greatest range and the lowest 

potential for salt removal from feed water. In terms of salt removal, RO was determined to have the highest 

membrane efficiency. Following the analysis, it was determined that RO was economical in facilities with feed 

salinities more than 5000 mg/L. The cost-effective technology for plants with a feed salinity less than 5000 mg/L 

was ED. The market study that was conducted based on literatures and alignment with the realities led to the 

conclusion that MD is still used at an experimental level but has not yet reached a commercial or industrial level. 

The contents of the case study borehole water contain more cations and anions than the other two, as indicated in 

previous sections. It was also discovered that ED has a good ion removal ratio compared to the other two. These 

factors led to the conclusion that ED was the best technology for the desalination plant in the area of study if this 

will be considered in isolation. Irrespective of the factor of interest, it was discovered that; close attention should 

be paid to the pre-treatment equipment for a more cost-effective RO plant. Pre-treatment requires more power, 

which raises the cost. Although, the use of energy recovery devices can lower the specific energy consumption of 

a desalination technology. A reduction of the power drawn by a desalination unit leads to a significant reduction 

in capital costs and as a result, lowers the cost of freshwater which makes water affordable by most of the people 

living in villages prone to the problem addressed in this work. 

 

Finally, it is important to state that energy consumption increases with the membrane's/salt removal's efficiency. 

The outcomes of the MD and RO tests had demonstrated that MD had the lowest daily energy demand and the 

lowest salt removal ratio. On the other hand, RO was found to be the most effective at removing salt content; as 

a result, RO used more energy to generate 7.94 m3/day. The ideal desalination unit for different sites can be found 

using the results of this study. With the results of this work, the desalination site parameters can always serve as 

inputs for proper comparism of outputs in accordance with the identical procedures used in this study before 

subsequent construction and implementation. Capital expenses can be reduced by using the best or most 

appropriate desalination technology for every facility. Further study could focus on the use of hybrid energy source 

such as solar and wind or any other power source to power the desalination plant. An incorporation of plant 

optimization configuration, team turbine design as well as any other optimisation techniques could also be 

considered in future to ensure maximum productivity, strength, reliability, efficiency, and reduction of operational 

limitations. Hence this research has fulfilled its objectives by considering environmental effects of having an 

alternative powered desalination plants towards providing vulnerable communities with clean water which is an 

essential factor of development. 
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Abstract: In recent years, declining soil fertility and unsustainable farming practices have led to 

pressing challenges for the agricultural sector. This has historically been the primary food source for 

the world. Meeting the escalating food demand economically necessitates intensified growing 

practices.  To cultivate food and arable crops sustainably, this study introduces a type of smart farming 

which emphasizes the interconnectedness of food and water resources. A farming technique called 

hydroponics, which involves growing plants in nutrient water solutions, aligns with the food-water 

nexus by creating a controlled environment independent of soil. The development of a hydroponic 

system that monitors the temperature, humidity, pH, water, and light levels of the plants is essential to 

optimal growth and productivity. Nutrients are released as needed, thus preventing water waste. 

Finally, the system will provide real-time feedback on the environmental parameters. Leveraging 

Internet of Things (IoT) technologies, real-time data transmission from these sensors to Amazon Web 

Services (AWS) and an Android mobile app powered by a Raspberry Pi3 facilitates remote monitoring 

and control, automating the system and minimizing human intervention. Experimentation validated 

sensor network accuracy. The findings underscore the potential for widespread adoption of hydroponic 

farming to enhance global food security while addressing water use in agriculture. Future 

advancements might involve incorporating additional sensors, like carbon dioxide (CO2) sensors, for 

real-time plant growth monitoring. The integration of IoT with sensors has revolutionized hydroponic 

food production through precise and automated environmental monitoring. The resulting 

technological synergy, which combines real-time data collection, analysis, and automated 

adjustments, maximizes yields, accelerates plant growth cycles, and enhances agricultural quality. 

This research represents a pivotal step towards sustainable agriculture, within the food-water nexus 

system. Offering a technology-driven approach that will transform food production methods and 

ensure a more reliable and sustainable global food supply in the future. 

Keywords: Food-water nexus, global food security, hydroponics, IoT, sensors, smart farming, 
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I.0  Introduction    

Agriculture is essential for sustainable livelihood development [1]. Without well-practiced agriculture, which is the 

key source of healthy food production, living a good life may be a mirage [2]. There are two (2) known basic 

techniques to grow plants. It is imperative to critically investigate these techniques and propose the more sustainable, 

affordable, and reliable one for adoption [3]. When practicing commercial farming, the traditional method adopted 

globally is the use of soil to carry out farming which is currently being overburdened because of planting seasons 

which come periodically. Consequently, farmlands have lost their nutrients, and food security has constantly been 

threatened [4], [5][6].  Recent years have seen the use of smart farming to innovate crop production and enhance crop 

quality[7] [8]. Given the previous, the adoption of alternative, smart farming techniques known as Hydroponics [9] is 

necessary. In this method, farmers use nutrient solvents to grow plants instead of farming by the traditional way of 

using soil [10]. According to the literature, hydroponics is based on applying Information and Communication 

Technology in agriculture [9]. It is a system that is gradually taking up space in agricultural practice. The system uses 

water nutrient solution without the use of soil that is sometimes over-polluted or contaminated with chemicals coming 

from different industries such as manufacturing, agriculture, pharmaceutical and oil and gas [11]. Smart farming 

techniques, such as hydroponics, allow key parameters to be adjusted for optimal plant growth. A variety of factors 

are taken into consideration, including precise control of the nutrient solution, water recirculation, environmental 

factors like temperature, humidity, and light, continuous monitoring of pH and nutrients, sensor-based growth 

monitoring, and automated yield optimization. By implementing smart farming methods, resources can be utilized 

more efficiently, precise control can be achieved, and crop yields can be increased. Crop yields can be increased.  

An IoT network connects computers, machinery, objects, living beings, and individuals. With their unique IDs, these 

devices exchange data autonomously with each other and computers without any human or computer intervention. 

The systems are connected via the internet and have sensors, tools, and online networks that allow them to evaluate 

and control themselves automatically [12]. Internet of Things (IoT) is reshaping industries, integrating internet 

connectivity with everyday items, transforming work, lifestyle, and technology[13]. In addition to reshaping 

industries, automation faces challenges such as high costs and intricate maintenance, which IoT might solve.[14] 

The hydroponic farming technique has been the subject of several research studies using various methodologies to 

achieve successful results. Notable among them is the work in cited Ref. [15],  by utilizing a microcontroller, the 

hydroponics control system developed regulates nutrients and monitors air and water temperature, as well as water 

levels. A mobile app collects sensor data, and a wireless sensor network transmits it to a central computer. In a related 

study in cited Ref.[16], the scholars studied a Nutrient Film Technique  (NFT) hydroponic system for lettuce 

propagation using different wireless sensors. According to the study, the sensors measuring pH and electrical 

conductivity, which directly affect plant growth and nutrient uptake, had an error of 0.4 ms/cm and 5.1 ms/cm, 

respectively. The work in cited Ref. [17] used an Arduino UNO R3 board to automate nutrient feeding for a scaled-

down NFT hydroponics setup. By integrating a servomotor with a faucet, it detects low levels of water and nutrient 

solution conductivity. The system automatically delivers water and adds nutrients when the water level falls below 

800 ppm. The research in cited Ref. [18] developed a state-of-the-art IoT system called the Hydroponics Management 

System (HMS) to provide remote irrigation, pH, humidity, temperature, and water level monitoring. Urban residents 

can cultivate and manage their food more easily this way. The cited work in Ref. [19] explores a hydroponic gardening 

system using an IoT-based application tool. The author describes it as an affordable, adaptable system suitable for 

hydroponics. Its flexibility allows users to personalize their setup for their desired output, even without prior 

knowledge of the system. Authors in cited Ref. [20] developed an affordable DIY sensor-based mobile app for 
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hydroponics. This indoor system is designed for small to medium-scale farming, particularly in subsistence farming. 

It includes temperature, humidity, and light sensors for managing and controlling the process. The authors in the cited 

Ref. [21] described a technique combining traditional farming with a nutrient-controlled, web-monitored hydroponic 

system. The prototype included sensors, cloud-based data analysis, and LED indicators for water levels, making it 

possible to cultivate hydroponic plants in small spaces at home. LED indicators confirm the system works effectively. 

The proposed work is to design a system that monitors and controls remotely some environmental parameters of a 

hydroponic smart farming system. This is to improve food security. Through an Android mobile application and the 

cloud service offered by Amazon Web Services (AWS), this automation made possible by IoT technology will ensure 

that users can monitor and control various environmental parameters. Among these measures are regulating water 

levels in the growth medium, managing temperature and humidity, pH levels, and regulating light usage to facilitate 

uninterrupted photosynthesis. The proposed system offers several contributions to knowledge: Sensor integration 

within the system enables data-driven decision-making. Secondly, through the incorporation of automation and control 

elements, the system empowers clients to monitor and adjust environmental parameters remotely. Additionally, the 

hydroponic system is evaluated by analyzing extensive sensor data using Amazon Web Services. 

The rest of the paper is sectioned as follows: Section II describes the design requirements and specifications; Section 

III describes the proposed system in detail. The paper concludes with Section IV which gives step by step experimental 

situations with results and concludes with future work. 

 

II Design Requirements and Specifications   

 

The proposed hydroponic system integrates essential hardware and software components alongside intelligent sensors 

to monitor pH, light intensity, nutrient solution, and humidity levels. Specific criteria outlined in tables and schematics 

guide the selection of these sensors, with each sensor playing a critical role in enhancing the system's performance 

and functionality. The tables specify individual details of sensors such as the DHT11 Temperature and Humidity 

Sensor [11], Analog pH meter Sensor [12], Total Dissolved Solid (TDS) Sensor [13], and Ambient Light Intensity 

Sensor [14]. A Raspberry Pi 3 Micro-controller manages these vital components, while a Water Pump circulates the 

nutrient solution. Detailed hardware specifications appear in Tables 1 through 6. 

 

Table 1. Specifications of the DHT11 Temperature and Humidity Sensor 

 

Temperature and Humidity Sensor Model: DHT11 

Operating Voltage 3.5V to 5.5V 

Connection Protocol   
 

One wire 

Output   
 

Serial data 

Temperature Range   
 

0°C to 50°C 

Humidity Range 20% to 90% 

 

The temperature and humidity sensor specification are shown in Table 1. This sensor is highly sensitive with 

tolerance value of plus or minus one percent (±1%).   
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Table 2. Specifications of the Analog pH meter Sensor 

 

Analog PH Sensor Model: SEN1061  

Module Voltage 5V 

Measuring Range  1-14PH 

Accuracy  ±0.1PH (250C 

Connection Protocol  Three (3) Wires 

 

 Shown in Table 2 is the specification of analog PH sensor with a level of stream accuracy of 0.5PH 

 

Table 3. Specification of the Total Dissolved Sensor (TDS) 

 

TDS sensor  Model: DF Robot SEN0244  

Input Voltage  3.3V to 5.5V  

Output Voltage 0-2.3V @3-6Ma 

Measurement Range  0-1000ppm  

Accuracy  ±10% @ 25°C  

Connection Protocol  Two wires  

Module Interface PH 2-3P  

 

For the measurement of dissolved solid solution nutrient level, a sensor called Total Dissolved Sensor is used. 

It indicates how many milligrams of solids have been dissolved in one liter of water. The sensor’s specification 

as employed in the design is shown in Table 3 

 

Table 4. Specifications of the Ambient Light sensor 

 

Ambient Light Intensity 

Sensor 

Model: Adafruit VEML77 

Operating Voltage 3-3.6V 

Digital Output 16 Bit 12C fast mode at 400kHz 

Lighting Ripple Reaction 50/60Hz 

Pin Programmable Interrupt pin and function 

Resistors 12C pull-up 

 

To measure light intensity within the house, the ambient light intensity is used. Table 4 is the specification of 

the ambient light intensity sensor as deployed in the system’s design. 
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Table 5. Specifications of the Raspberry Microcontroller unit (MCU) 

 

Raspberry pi 3  Model: Pi 3  

Input Voltage  5V via USB and 5V DC via GPIO 

header  

Operating temperature  0-50°C  

Compliance  ICASA Approved  

Memory  4GB 

Processor Broadcom BCM2711, quad-core 

cortex A72  

GPIO  Standard 40pin GPIO header 

 

 The microcontroller is the heart of the entire system as it coordinates the activities of all the sensors and other 

devices operating within the system.  Its specification is shown in Table 5. The type of Microcontroller as 

indicated in the Table is Raspberry Pi3 having high speed and large memory. 

 

Table 6. Specifications of the water pump 

 

Water Pump  Model: water pump f700  

Power  10W 

Flow Rate 700 Lit,/hr  

Wiring protocol  3 core/10m long electrical cable  

 

The specification of the water pump deployed solely for the purpose of pumping water and nutrients solution to 

the growing tray of the plants is shown in Table 6. 

 

The following assumptions guided this study: 

 

• The control system shall act independently and shall not affect the environment.  

• The components used in the hydroponics system shall not conflict with the environment.  

• The components shall be environmentally friendly and will not contain any toxins that shall harm the 

environment in any manner. 

 

 

III Hydroponics System Design 

 

System design and implementation follow the proposed subsystems in Fig. 1. As shown in the subsystems 

configuration, the physical system relates to the data collection sub-system, and the control system uses the data 
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to execute decisions based on past and present data. Sub-systems operate independently, but when they are all 

connected, they form one hydroponic system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Subsystems configuration of the hydroponic system. 

 

 

Given the requirement of monitoring the temperature, humidity and other sensors of the hydroponics system, 

high level functionalities and performances are expected of the system when fully implemented.  

 

 

 

Data storage subsystem 

• All sensors 

• IoT Device 

• Cloud 

• Microcontroller 

• Transmitter 

Control & Notification 

Subsystem 

• Website 

• Android App 

• Receiver 

• Microcontroller 

Action 

Environmental subsystem 

• Temperature 

• Light 

• Humidity 

• Nutrients 

• Water level 
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Fig. 2. The design concept of hydroponics system 

 

There are multiple advantages to the chosen hydroponics design, including but not limited to: 

• Cost-effectiveness 

• Simple construction 

• Easy-to-use and learn Amazon Web Services deployment. 

• The absence of a timer eliminates the need for a dedicated power supply. 

• Simple cloud connectivity through IoT using the Raspberry Pi 3 microcontroller. 
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Fig. 3. 

System 

design schematic 

 

Fig. 3 depicts the schematic diagram of the proposed hydroponics system drawn using Fritzing application. 
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Fig. 4. Equivalent Circuit Diagram of the Hydroponics System 

 

Both the schematic diagram and equivalent circuit diagram have been produced based on the system design 

requirements and specifications as shown in Tables 1 – Table 6. 

 

 

IV Laboratory Experiments and Results 
 

The step-by-step experimental situations as conducted in the lab to establish the compliance of each sensor with 

the specification as stated in section II of this research is elaborately discussed in this section. Each sensor was 

subjected to laboratory test one after the other according to the established rules and norms for testing sensors.  
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i. Water level Test  

 

The system was designed to have its valve closed when the water level reaches a set threshold; in the same vein, 

the water level sensor indicates that water has been detected at a stipulated level. The setup of the experiment is 

shown in Fig. 5.    

 

 
 

Fig. 5. Water level Sensor setup 

 

 

• Results  

The measurements results generated by the water level sensor are displayed as evident in Fig. 6 to indicate the 

water level. The water level height was also measured to show the water level measurement at each height.  
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Fig. 6. Terminal window for the display of the results of water level sensor. 

 

 

It is imperative to show in tabular form, the relationship between the water level height and the water level sensor 

reading; this is shown in Table 7. 

 

Table 7. Water level and sensor data 

 

 

• Analysis  

The sensor readings displayed a number on the meter of 0-255, 255 indicates that, there was no 

water detected by the sensor at that time. As the water level began to increase as detected by the 

sensor, the value also began to decrease indicating the amount of water that had been detected. 

Since the application of the water level sensor was to determine when the water level had reached 

a certain level, it was sufficient to use the water level sensor in this regard. From the results 

Water Level (mm) Sensor Readings 

No water (0 mm) 255 

20mm 130 

30mm 100 

40mm 80 

50mm 70 

>55mm 50 
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obtained from the experiment conducted and the test repeated for consistency, the water level 

could be obtained by mapping the 0-255 range to the height of the sensor which was sufficient 

since at the given level any value below 130 would be considered as the water being present at 

that height. 

 

ii. DHT11 Temperature and Humidity Sensor Test  

The DHT11 sensor set up was configure onto the main system as shown in Fig. 5, The Sensor 

values were taken on for 5 days at 3-hour step intervals and were compared to the readings that 

were obtained from the weather bit for the same period. [15] 

 

•    Results  

The plot in Fig. 7 shows the temperature results from the DHT11 sensor and compared with the 

weather station temperature to establish the accuracy of the DHT11 sensor. 

 
 

Fig. 7. Comparison of weather station temperature with DHT11 sensor temperature 

 

 

The plot in Fig. 8 shows the humidity results from the DHT11 sensor and compared with the weather station 

humidity to establish the accuracy of the DHT11 sensor. 

. 
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Fig. 8. Comparison of weather station humidity with DHT11 sensor humidity 

 

To further establish the accuracy of DHT11 sensor, the temperature and humidity data generated by DHT11 was 

compared with the data generated by the Johannesburg CITY weather station[22] using ANOVA analysis as 

shown in Tables 8 and 9 respectively. 
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Table 8. ANOVA analysis comparing DHT11 sensor temperature data with weather station temperature 

data. 

 
 

  

Table 9. ANOVA analysis comparing DHT11 sensor humidity data with weather station temperature data. 

 
 

• Analysis  

Observing the plots shown in Fig. 6 and Fig. 7, it can be confirmed that when compared with weather station 

observations, the temperature and humidity values that are obtained for the same region are similar. To further 

the research, a hypothesis that the two sets of readings are similar was conducted and analysis of variance test 

was done on both datasets to see how similar the sets were. Also, for the test, the null hypothesis was carried out 
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to establish that the sets are similar; the high p-value obtained gives high confidence that the null hypothesis is 

correct, and the value obtained is similar. The temperature readings had a p-value of 86.50% and the humidity 

readings had a p-value of 86.26%. This reference confirmation gives confidence that the DHT11 sensor was 

working as expected since it aligns with the weather bit results and the data provided to the system will therefore 

be accurate because of the high probability value. 

 

iii. pH Sensor Test  

 

Buffer solutions of known pH were used to provide a control setup for the pH test, other chemicals such as 

vinegar and distilled water were also used to ensure that the sensor was working and accurately responding to 

the pH levels as expected. Fig. 9 shows how the buffer solution was used to get the reading of the sensor at a 

neutral point. The buffer solution was known to be 7.00 as illustrated: 

 

 
 

Fig. 9.  pH sensor setup buffer solution of 7 pH. 

 

The pH probe was inserted into the buffer solution and the sensor reading displayed on the terminal window and 

recorded. 
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Fig. 10.  pH sensor setup with testing probe 

 

The second buffer solution that was used to record the pH recording off the sensor was calibrated at a pH level 

of 4. 
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Fig. 11.  pH sensor setup with a buffer solution of 4 pH. 

• Results 

 

The following results depicted in Table 10 were obtained from the pH sensor tests. 

 

Table 10. Results for pH sensors tests 

 

pH Values pH Sensor Readings 

White Vinegar (~2.5pH)  168  

Buffer Solution A (4.00 pH)  292  

Buffer Solution B (7.00 pH)  501  

Oven Cleaner (~13.00 pH)  989  

 

 

Fig. 12 shows the relationship between the pH sensor scale and the pH values obtained from the raspberry Pi.  
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Fig. 12. Relationship between pH scale and obtained sensor readings. 

 

 

• Analysis  

Fig. 12 illustrates a linear relationship between sensor values and known pH values. The consistency of the 

relationship for the known pH values made it possible to conclude that the pH sensor was producing accurate and 

expected results as it has been deduced from the experiment. 

iv. Total Dissolved Solids (TDS) sensor Test  

 

Sodium Chloride was used to measure the amount of Total Dissolved Solids that were added to distilled 

water. The sensors were used to show the relationship of the dissolved sodium chloride to that of the TDS 

Sensor reading. 

 

 

 

 

 

 

 

 

•           Results 
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Fig. 13. Real-time TDS sensor readings taken every second during salt addition. 

Table 11. Salt measurements and TDS sensor readings. 

Salt Measurement  TDS Sensor Reading 

0g/L (Distilled water) 0 

0.1 g/L 110 

0.2 g/L 208 

0.4 g/L 408 

0.6 g/L 598 

0.8 g/L 791 

1 g/L 999 
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Fig. 14. Relationship of salt concentration in water and TDS sensor output. 

• Analysis  

 

The linear relationship between the salt concentration and the TDS sensor made it possible to deduce the amount 

dissolved of solids in the water. With the information, a threshold could be defined to allow the system to respond 

based on the obtained threshold. The perfect relationship obtained verified that the sensor was indeed and producing 

expected results. 

 

AWS Services Integration 

Water Level Sensor Readings 

To verify that data was being successfully sent over to the cloud and consumed by   the AWS service successfully, the 

values that were read from the water level sensor were displayed on both terminal windows i.e. The raspberry pi’s 

terminal and the AWS console. 

 

• Results  

 

The result in Fig. 15 shows the water level data sent to the AWS cloud using the WI-FI module connected to the 

raspberry pi. 
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Fig. 15. AWS MQTT Connection verification. 

Fig. 16 shows the sensor readings on the AWS cloud to show that the raspberry pi was able to send through the 

data readings to the cloud. 
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Fig. 16. AWS dashboard showing received sensor data. 

 

• Analysis  

 

The results obtained indicate that the sensor data was successfully pushed on the AWS servers and all the 

subscribing topics could get a copy of the sensor data. This allows many clients including the application 

interface to subscribe to the topics so they can get a copy of the data. The connection between AWS services 

and the raspberry pi was confirmed as the data from the sensor was published successfully. 
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B. Notification and Control Test  

 

• Water Valve Test  

 

To guarantee that water flow is managed, a water flow valve must be capable of restricting and allowing water 

flow when specific criteria are satisfied. The water level (soil moisture) sensor was used to illustrate the 

functionality of the water valve to verify its operation and ensure that it was functioning properly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 17. Water valve setup. 

 

Table 12 shows the water level sensor readings and the state of the water valve compared between the water 

valve's expected state and the water valve's observed state.  
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Table 12. Water level sensor readings with the expected state of the water valve and observed state. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

• Results  

 

Water Pump Test 

The water pump test was performed to demonstrate that water was pumped properly throughout the system. A 

colorant was used to indicate the water flow. Fig. 18 shows the water being pumped from the tub to the growing 

medium. The blue colorant is used as a test to show the visibility of this test since water is clear and it was not 

going to be clear if the water is indeed being pumped from the tub to the growing medium. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 18. Water flow setup 

 

 

Fig. 19 shows the blue water being fully pumped. 

Water level Sensor 

Reading 

Water valve expected 

state 

Water valve observed 

state 

255 ON ON 

240 ON ON 

225 ON ON 

200 ON ON 

195 ON ON 

175 ON ON 

160 ON ON 

145 ON ON 

130 ON OFF 

115 OFF OFF 

100 OFF OFF 

85 OFF OFF 

60 OFF OFF 

50 OFF OFF 
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Fig. 19. Water flow stopped at the valve. 

 

 

We compared the pump state and the expected water level state to ensure that the pump worked as expected. Table 13 illustrates 

how the water pump behaved at different levels. 
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Table 13. Water level sensor readings with expected water valve state and observed state. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

• Analysis 

 

So far, a good number of sensors mentioned in this research have been tested in the laboratory based on the 

requirements and their specifications to ascertain their workability and accuracy when compared with the 

existing devices. Other sensors were also tested using the same approach and they were found functional, and 

their performances followed standard rules. 

 

 

Notification Test 

The notification test was performed to demonstrate that a notification was received by the user when critical 

conditions and significant changes had occurred in the system. 

  

• Results 

 

Fig. 20 shows a test of the notification systems when temperature was at 4°C 

 

 

Water level sensor 

reading 

Water valve expected 

results 

Water valve observed 

state 

255 ON ON 

245 ON ON 

220 ON ON 

205 ON ON 

190 ON ON 

170 ON ON 

165 ON ON 

140 ON ON 

135 ON ON 

110 ON ON 

105 OFF OFF 

85 OFF OFF 

60 OFF OFF 

50 OFF OFF 
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Fig. 20.  Testing temperature notification display. 

 

• Analysis 

The notification received indicated that the system could deliver mobile notifications when an adverse effect has 

been detected, for this instance it was at the temperature of 4°C. 

Application Interface control test 

This test was carried out to show if the system controls could be monitored accurately on the smartphone 

application and if the physical control devices were synchronized on the app interface. 

• Results 

 

Fig. 21 shows the display of the temperature, humidity, water level, and the state of the pump. 
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Fig. 21.  Application interface to control system. 

 

• Analysis 

The application successfully displayed the conditions of the system, and the pump control could be overridden 

by using the application control buttons. The application interface can also be used to monitor the 

environmental conditions and control the light of the system. 

 

Integration system test (Control measures) 

Pump control 

To demonstrate that the pump was fully operational as a control measure, an integration test was conducted from 

detection using the data from the sensor to the notification on the Android mobile application, a typical process was 

recorded, and results are given in Fig. 22. 
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• Results 

 

WATER LEVEL BELOW 22MM 

The Fig. 22 shows the sensor readings detecting low water level height on the water level sensor.  

 

Fig. 22. Water level readings. 

For water levels below 25mm, the inlet of the water pump was turned on automatically and the sensor information 

was published on to the AWS dashboard which had subscribed to receive all the sensor values. The illustrations in Fig. 

23 show the sensor and pump state that was being published onto the AWS dashboard. 
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Fig. 23. Water level readings on AWS. 

 

Light Control 

The grow lights are controlled depending on the luminous intensity that is detected by the light sensor. The following 

are the results that were obtained during the day on a clear day and night where the luminous intensities both required 

the required thresholds. 

• Results 

 

FOR LUX ≤ 100 

To obtain a Lux reading that was below 100, the experiment was conducted at night with very minimal light. The Fig. 

24 indicates the light sensor readings that were obtained by the sensor. 
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Fig. 24. Illuminance readings and Grow lights state. 

 

During the night low levels of illuminance are detected so they grow lights would automatically switch on as expected. 

To verify that this action, the results are displayed on the mobile application interface as shown in Fig 25. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 25. Light switched for 0.8 LUX. 



 
 

JDFEWS 4 (2): 106 - 140, 2023 

ISSN 2709-4529 

 

Ogbolumani & Mabaso, 2023           JDFEWS 4(2), 2023, 106 - 140 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 26.  During the day 200 LUX results for lights being off. 

 

 

• Analysis 

The ambient illuminance controlled how they grow lights operated. The light sensor records the light intensity 

data and depending on the value if the LUX value was less than 100, it was considered too dark for the plants so 

the light would switch on, when the environment LUX was high, i.e., during the day the grow lights would be 

automatically switched off. 

Fan Control 

The fans are adjusted in response to the temperature and humidity of the surrounding environment as sensed by the 

DHT11 sensor. Climatic tests were conducted on several days to achieve a range of temperature and humidity values. 

Since temperature changes were minimal, the experiments were conducted during the day and night, which supplied 

the necessary temperature gradients. 

• Results 

 

FOR TEMPERATURE ≥ 25 °𝑪 AND HUMIDITY ≤ 70% 

For temperatures that were above 25 °𝐶 the atmosphere was considered too hot and considered low humidity, the fans 

would be switched on to cool the environment.  

The Fig. 27 shows the mobile application interface that shows the user, the environment temperature, and humidity 

when fans were switched on. 
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Fig. 27.  Fan state for temperature > 25°C and humidity < 70% 

 

 

IV Conclusion and recommendation for future work 

 

The research conducted extensively explores the application of IoT in hydroponics smart farming, focusing on 

monitoring and controlling the system. Through meticulous experimentation, the study thoroughly comprehends 

and effectively applies the operational principles of various sensors to fulfill specific purposes within the 

hydroponics system. The conducted experiment demonstrates that hydroponics presents a superior alternative to 

traditional soil-dependent farming, particularly considering the prevailing level of degradation in recent times. 

Despite the comprehensive nature of this research, there is always room for enhancement. Consequently, it is 

recommended to incorporate an additional sensor, such as a carbon dioxide (CO2) sensor, into the system to 

enable real-time monitoring of plant growth and development. 
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Abstract— Standalone energy generation is revolutionizing electricity pro-

duction and consumption by offering decentralized and sustainable options, ben-

efiting communities, enhancing resilience, and reducing dependence on tradi-

tional power grids. Nevertheless, standalone electricity systems can face over-

loading issues when demand varies or exceeds capacity, necessitating careful 

control and adaptable solutions. The scalability of standalone electricity systems 

is limited by infrastructure, technology, and cost, hindering easy capacity expan-

sion to accommodate higher loads. This paper explores the feasibility of manag-

ing load shedding in an office building with a standalone energy source, assessing 

its impact on optimizing electricity consumption and contributing to operational 

efficiency, sustainability, and resilience. A hardware prototype has been devel-

oped for a programmable interface designed to manage various loads from the 

distribution board automatically and in a controlled manner. This includes con-

trolling lighting, heating, cooling, security devices, and essential office gadgets. 

The system is implemented and validated through experiments utilizing the Ar-

duino Mega control board. Operators can input load-shedding times flexibly us-

ing a 4x4 matrix keypad synchronized with the real-time clock (RTC). The mi-

crocontroller then instructs the relay to shed the specified load, displaying the 

shedding time on the LCD. The results indicate that the programmable interface 

exhibits a high dynamic response speed, highlighting its effectiveness and flexi-

bility in load-shedding management. Comparing the cost of building the device 

with the long-term cost of overloading a standalone electricity generator, consid-

ering accelerated wear and tear, increased maintenance expenses, reduced opera-

tional lifespan, potential premature equipment failure, and overall decreased reli-

ability, underscores the high-cost efficiency of adopting this device in office 

buildings. Additionally, implementing the system in an office building with an 

energy consumption of 23 MWh per annum resulted in a discernible annual en-

ergy saving of 9.86MWh by shedding off unnecessary loads at estimated timings. 

Keywords— Electricity demand, load shedding, office management, and pro-

grammable interface 
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1 Introduction 

In contemporary office environments, the energy demand is dynamic and influenced by factors such as work-

force activities, technology usage, and the diverse functions within the workspace [1]. As the necessity for sus-

tainability gains prominence, organizations increasingly recognize the significance of optimizing energy con-

sumption to reduce operational costs [2], [3]. This research addresses the challenges of medium-sized creative 

office buildings, whose energy needs are often intricate due to integrating various equipment and technologies 

essential for creative workflow [4]. Traditional approaches to energy management, like static scheduling, manual 

control systems, rule-based systems, and non-integrated systems, may fall short of accommodating the variable 

requirements of such dynamic settings, leading to suboptimal energy utilization [5]. 

Furthermore, the utilization of independent energy generation, sourced either from renewable (for instance, 

solar panels, wind turbines) or non-renewable (for instance, diesel generators, batteries) means, within office 

buildings presents decentralized and environmentally friendly alternatives to traditional grid-dependent systems. 

[6]–[8]. However, effective load-shedding management becomes paramount to fully realizing the benefits of 

standalone energy [9], [10]. The rationale for this study is to develop and implement a load-shedding system based 

on Arduino technology, specifically customized to meet the distinctive requirements of a medium-sized creative 

office. Such a system holds the potential to enhance energy efficiency and contribute to the overall sustainability 

and resilience of the office environment. The landscape of energy generation and consumption is transforming, 

with standalone energy generation emerging as a pivotal player in reshaping the traditional paradigms of electric-

ity production [11], [12]. The conventional reliance on centralized power grids is being complemented by 

standalone systems and, in some cases, supplanted. 

While standalone energy generation systems bring many benefits, the challenge of effectively managing these 

systems to prevent overloading becomes paramount [10]. Variability in demand and unforeseen peaks can strain 

the capacity of standalone electricity systems, necessitating the development of sophisticated load management 

solutions [13], [14]. Addressing this challenge is crucial for ensuring the reliability and longevity of these systems, 

as well as for unlocking their full potential in diverse settings. 

This research delves into the critical aspect of load-shedding management within a medium-sized creative of-

fice building powered by a standalone energy source. As organizations increasingly recognize the importance of 

sustainable practices, the need for efficient energy utilization becomes imperative. The proposed solution involves 

designing and implementing a programmable interface utilizing the Arduino Mega control board to shed loads at 

strategic times systematically. The loads encompass various components crucial to the office environment, in-

cluding lighting, cooling and heating systems, security devices, essentials, and office gadgets. Through this study, 

we aim to assess the feasibility and effectiveness of the implemented load-shedding management system. The 

hardware prototype, incorporating a 4x4 matrix keypad for flexible input, real-time clock synchronization, and a 

relay-controlled shedding mechanism, is subjected to rigorous experimental validation. The research examines 

the technical aspects of the programmable interface and explores its impact on optimizing electricity consumption, 
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contributing to operational efficiency, sustainability, and resilience within the office building setting. Furthermore, 

the study extends its evaluation to the economic realm by comparing the upfront cost of building and implement-

ing the load-shedding system with the potential long-term costs associated with overloading a standalone electric-

ity generator. Considerations include accelerated wear and tear on equipment, increased maintenance expenses, 

reduced operational lifespan, the risk of premature equipment failure, and a decline in overall system reliability. 

This manuscript is structured as follows: Section 2 provides an overview of the relevant literature related to the 

study. Section 3 outlines our methodology for office load management, control, and circuit design. Section 4 

delves into the outcomes of our experimental endeavors. Finally, in Section 5, we offer conclusions based on our 

research findings and propose potential avenues for future exploration. 

2 Related work 

The research on load shedding management of standalone energy in buildings is driven by the essential need 

to optimize performance, enhance efficiency, and ensure the reliability of standalone energy sources with a focus 

on extending component lifespan, preventing overloading, improving electricity supply quality, and minimizing 

environmental impact. Therefore, using the programmable interface to manage load switching is an important 

strategy for dealing with building energy management difficulties. Numerous investigations have proposed and 

examined diverse load-shedding management systems for standalone generators based on Arduino technology. In 

a study by [15], a conceptual model for an Android application was introduced, serving a smart microgrid power 

pool monitoring and control scheme. The Arduino IDE was employed to develop, monitor, and control the oper-

ational algorithm of the system. The findings demonstrated that Android facilitates remote soft-touch human-

machine interfaces, enhancing optimal energy operation. According to the findings, future research endeavors 

could focus on extending a similar scheme to encompass up to 10 communities. Furthermore, a revolutionary 

algorithm was developed to incorporate current solar photovoltaic and utility supply charging systems [16]. An 

Arduino microcontroller is equipped with an algorithm that detects the voltage of the battery and then uses that 

information to manage the availability of the utility grid supply by connecting or disconnecting a relay. This 

allows the battery to be charged continuously. The design was customized to tackle the issues of irregular power 

supply that commonly arise in Indian circumstances, leading to planned and unplanned load shedding. In another 

study [17], an Arduino microcontroller, coupled with a switching circuit, was employed to implement a load-

shedding plan in four settlements of a laboratory-scale urban setting designed for teaching and research purposes. 

The power distribution Company approved the switching plan, ensuring optimal usage of the available 7.5MW 

against a 10MW power demand. [18] introduced an intelligent meter capable of monitoring usage patterns, reduc-

ing load during peak hours, and cutting electricity costs by 25-30%. Linked to a GSM module, the meter receives 

updated energy consumption units via Arduino Uno and controls appliances on/off using the Internet of Things 

(IoT) through switching mechanisms. Furthermore, [19] recommended a residential load-shedding method for 

demand-side load management in a real system under a time-of-use tariff. Demand-side load management is 
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achieved without changing the electricity meter using an Arduino microcontroller system, incorporating the de-

veloped load-shedding algorithm. The microcontroller also generates signals the relay system uses to control the 

lines at the output of the electricity meter. [20] conducted an intelligent wiring design for domestic house layouts, 

utilizing solar panels for load shedding. An intelligent Arduino system controlled the loads, resulting in a proto-

type with high safety, reliability, and automation performance. Additionally, [21] designed a model providing a 

stable and efficient real-time load-shedding technique. Interfacing with Arduino Uno, the real-time clock DS1302 

replaces manual ON/OFF operations, overcoming associated challenges. 

With its ATmega2560 microcontroller, the Arduino Mega has been effectively utilized in various load-shed-

ding management systems due to its robust processing power and extensive I/O capabilities. The Arduino Mega's 

many digital and analog pins have proven crucial in energy management. [22] proposed a lightweight smart de-

mand response management scheme for direct load control in a residential grid. Verified through simulation and 

deployed on a test bed, this algorithm assumes static priorities for every house and its appliances, with Arduino 

Mega as the decision-making unit. 

Furthermore, the Arduino Mega's large memory capacity allows for storing and processing substantial amounts 

of data, a feature essential in load-shedding systems. This was exemplified in a project by [23], where an infrared 

radiation sensor and light-dependent resistors (LDR) were used to signal the Arduino Mega to control energy 

usage. The Arduino Mega's multiple UART interfaces enable it to communicate with various devices, such as 

energy meters and GSM modules. This was demonstrated in a study by [24], where the Arduino Mega was used 

to send SMS alerts during load-shedding events. These practical implementations underscore the suitability of the 

Arduino Mega in designing and constructing an efficient load-shedding management system for improving elec-

tricity consumption in medium-sized creative office buildings. The Arduino Mega's capabilities align well with 

the requirements of such a system, making it a preferred choice over other Arduino boards. 

These studies demonstrate the feasibility and effectiveness of using Arduino-based load-shedding management 

systems for standalone or microgrids and provide useful insights and references for designing and constructing a 

similar system for a standalone office building. However, some challenges and limitations need to be addressed, 

such as the scalability, robustness, and user-friendliness of the Arduino-based load-shedding management system. 

Therefore, further research and development are needed to improve the performance and functionality of the Ar-

duino-based load-shedding management system for a standalone office building and to evaluate its impact on its 

electricity consumption and energy efficiency. 

3 Methodology 

The design procedure followed in implementing the load-shedding management system with a programmable 

interface was segmented into two integral parts: hardware design and software design. The automatic load shed-

ding system is designed for a single phase four load distribution box. The design allows for expansion to multiple 

loads up to ten, depending on the building's power distribution system. In this project, four loads are connected, 
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operating through a microcontroller using an AC contactor switch and 4x4 relay module board. Since power 

system relays are used to trip the circuit at any fault or disturbance, power relays are used to shed a particular load 

at any time as set. The load-shedding management system incorporates a 5V relay with a coil draw of 30mA, 

demonstrating an energy-efficient design. The relay's switching capacity of 230V ensures it can effectively control 

electrical loads within the medium-sized creative office building. In conjunction with the relay, the MCCB 

(Molded Case Circuit Breaker) has a rated voltage of 230V, 30A unit with short circuit breaking capacity to ensure 

safe and efficient load management in the designed system. The relay receives the command from the microcon-

troller. 

Input load shedding time is provided through input 4x4 matrix keypad. Upon synchronizing the real-time clock 

(RTC) with the specified load-shedding time, the microcontroller issues a command to the relay, removing the 

designated load from the system. Subsequently, the shed time is presented on the LCD (16x2 character LCD 

module with an HD44780-compatible controller). The DS3231 RTC module selected for load-shedding manage-

ment research with Arduino Mega features exceptional accuracy with a deviation of only a few seconds per month. 

Its low power consumption is within the range of 2.0μA, contributing to energy efficiency. The integrated tem-

perature compensation ensures reliable timekeeping, and the module incorporates a temperature sensor with a 

measurement range of -40 °C to +85°C. These specifications justify its selection, offering precise timekeeping, 

energy efficiency, and additional temperature-sensing capabilities to enhance the overall effectiveness of the load-

shedding management system. 

The internal program runs at power up. After initial startup, the controller will revert the relay module to the 

load shedding state, turning connected loads OFF for a set delay period. After the delay times out, the program 

will look at the default scheduling algorithm developed and shown in Tables 1 and 2. The program will then repeat 

the process of restoring and removing load based on the schedule. 

 

Table 1.  Load shedding schedule between 00:00 to 11:00 

Load 00:00 01:00 02:00 03:00 04:00 05:00 06:00 07:00 08:00 09:00 10:00 11:00 

Load 

1 

Off Off Off Off Off Off On On On On On On 

Load 

2 

Off Off Off Off Off Off Off Off Off Off Off On 

Load 

3 

On On On On On On On On On On On On 

Load 

4 

Off Off Off Off Off Off On On On On On On 
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Table 2.  Load shedding schedule between 12:00 to 23:00 

Load 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00 

Load 

1 

On On On On On On On Off Off Off Off Off 

Load 

2 

On On On On On On Off Off Off Off Off Off 

Load 

3 

On On On On On On On On On On On On 

Load 

4 

On On On On On On On Off Off Off Off Off 

 

Load 1 – lighting, load 2- cooling and heating, load 3- security devices and essentials, load 4 – office gadgets. 

The proposed system was simulated to validate its functionality through testing, while the simulation model 

was implemented using Proteus simulation software. The simulation was conducted to verify the efficacy of the 

proposed system. 

3.1 Design approach 

The initial design approach involved researching and assessing the feasibility of the load-shedding controller. 

Another crucial step was understanding the fundamental principles governing the distribution box and compre-

hending the intricacies of the building's wiring. Determining the load capacity of the device that would be con-

trolled and classifying these loads into different categories was undertaken and presented in section 4. Figure 1 

presents the flow diagram of the hardware design. The subsequent steps included selecting appropriate compo-

nents and parts for constructing the load-shedding distribution box and exploring datasheets to understand the 

interactions between various components. 
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Fig. 1. Flow diagram of the hardware design 

The power supply connection for the system was meticulously designed to ensure reliability and stability. It 

comprises a series of components: a 220V/12V step-down transformer, a full-wave bridge rectifier, a 1000uF 

electrolytic capacitor filter, a 7805 voltage regulator, and a 1A fast-blow fuse. The transformer reduces mains 

voltage to 12V AC, subsequently converted to 12V DC by the rectifier. The filter minimizes ripples and noise, 

while the regulator maintains a constant 5V DC output, protecting against input voltage variations. A fast-blow 

fuse safeguards the system from overcurrent or short-circuit incidents. This regulated power is channeled to the 

Arduino Mega and the relay through suitable connectors and wires. The Arduino Mega interfaces with a 2N2222 

NPN transistor, amplifying a low-current signal from an Arduino pin to control the Single Pole Single Throw 

(SPST) relay efficiently. To protect the transistor from back-EMF generated during relay deactivation, a 1N4148 

diode is integrated with the relay coil, ensuring the overall reliability and longevity of the load-shedding manage-

ment system's switching mechanism. 

3.2 System process 

The Arduino Mega development board incorporates ATmega2560 microcontrollers, which were programmed 

using C++. The Arduino Mega's ATmega2560 microcontroller, with its high number of I/O pins and large 

memory, is ideal for managing complex systems [25]. Its robust processing power will ensure efficient electricity 



 
 

JDFEWS 4 (2): 141 - 158, 2023 

ISSN 2709-4529 
 

 

Amusan, et al., 2023  JDFEWS 4(2), 2023, 141 - 158 

 

consumption management in medium-sized creative office buildings. The Arduino project offers an integrated 

development environment (IDE) for compiling and uploading programs to the microcontroller via the Arduino 

development board. The step-by-step processes of the system are illustrated in Figure 2 through a flow chart. The 

project's code is included in the appendix of this article. 

The hardware construction phase entailed building and connecting the components using the circuit diagram 

in Figure 3. The firmware code for the microcontroller responsible for load shedding was written, and the devel-

oped algorithm was implemented for load shedding management. 
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Fig. 2. Flow chart of the step-by-step processes of the system 
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Fig. 3. Circuit diagram of the programmable interface in proteus software 
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4 Results and Discussion 

4.1 Project prototype 

The connection process was initialized by identifying the necessary components and the connection points. The 

components were verified for integrity through resistance checks, utilizing a multimeter before connection. The 

testing phase was conducted to validate the functionality of the designed system. The initial testing of the project 

design was implemented on a breadboard. The soldering procedure was carried out to attach the components to a 

vero board. 

A case was then designed to house the entire circuit, encompassing the core components and external periph-

erals such as indicators, LCD, keypad, and switch. This comprehensive encapsulation ensured the protection of 

the internal circuitry and facilitated efficient operational interplay between the integrated components. The casing 

design considered the spatial arrangement and optimal positioning of each element, promoting seamless function-

ality within the confined space and contributing to the overall robustness of the constructed system. 

Following the construction of the circuit and the casing, the assembly focused on the precise arrangement and 

integration of the various sections within the designated casing. This process involved the interconnection of 

peripheral devices, strategically linking each element to optimize operational efficiency. The assembly configu-

rations depicted in Figure 4 are designed to optimize interconnectivity and operational efficiency within the as-

sembled system. 
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Fig. 4. Proposed configurations of parts 

4.2 Prototype test 

The post-construction results analysis was done following comprehensive troubleshooting to indicate a com-

mendable system performance, showcasing its proficient responsiveness to operational demands. An energy con-

sumption assessment was conducted to quantify the consequential impact of the project on a creative office build-

ing with a load of 23 MW. To find the energy consumption per hour of the medium-sized creative office building, 

we can use the equation (1). 

𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑝𝑒𝑟 𝐻𝑜𝑢𝑟 =
𝑇𝑜𝑡𝑎𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐻𝑜𝑢𝑟𝑠
 (1) 

Given the total energy consumption as 23MWh per annum, and the total number of hours is 10 hours daily for 

365 days. 

𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑝𝑒𝑟 𝐻𝑜𝑢𝑟 =
23𝑀𝑊ℎ

10 ℎ𝑜𝑢𝑟𝑠 𝑝𝑒𝑟 𝑑𝑎𝑦 ×365 𝑑𝑎𝑦𝑠
       (2) 

 =
23

3650
𝑀𝑊ℎ/ℎ 
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 = 0.0063𝑀𝑊ℎ/ℎ 

Therefore, the energy consumption per hour is approximately 0.0063 MWh/h. 

Equation (3) was used to calculate the new total annual energy consumption when the usage hours were reduced 

from 10 to 6 hours per day. 

𝑁𝑒𝑤 𝑇𝑜𝑡𝑎𝑙 𝐴𝑛𝑛𝑢𝑎𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 =  𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑝𝑒𝑟 𝐻𝑜𝑢𝑟 ×

𝑁𝑒𝑤 𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐻𝑜𝑢𝑟𝑠 × 𝐷𝑎𝑦𝑠 𝑝𝑒𝑟 𝑌𝑒𝑎𝑟  (3) 

𝑁𝑒𝑤 𝑇𝑜𝑡𝑎𝑙 𝐴𝑛𝑛𝑢𝑎𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (6 ℎ𝑜𝑢𝑟𝑠 𝑝𝑒𝑟 𝑑𝑎𝑦) = 0.0063𝑀𝑊ℎ × 6 × 365  (4) 

 = 13.14𝑀𝑊ℎ 

Therefore, when the energy usage was reduced from 10 hours to 6 hours per day, the new total annual energy 

consumption was approximately 13.14MWh. 

The shift in daily energy usage from 10 to 6 hours notably influences the overall annual energy consumption. 

Initially, with a daily usage of 10 hours, the yearly energy consumption amounted to 23 MWh, indicating a sub-

stantial demand for power. However, by reducing usage duration to 6 hours per day, the annual energy consump-

tion experienced a significant decrease, reaching approximately 13.14MWh. This considerable disparity under-

scores the efficiency gains resulting from a more mindful and restrained approach to energy consumption. The 

adjustment reduces energy costs and aligns with sustainable practices, emphasizing the importance of optimizing 

energy use for economic and environmental considerations. The reduction in annual energy consumption, 

achieved by implementing the proposed construction in an office building, amounts to approximately 9.86MWh.  

Following Nigeria's National Electric Power Policy, the tariff established by distribution companies for cus-

tomers was assessed at 51.11 Naira per kWh [26]. 

To calculate the cost for 9.86 MWh at a rate of 51.11 Naira per kWh, equation (5) was used. 

 𝐶𝑜𝑠𝑡 = 𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 × 𝑅𝑎𝑡𝑒 (5) 

Where: 

Energy Consumption = 9.86 MWh 

Rate = 51.11 Naira per kWh 

 𝐶𝑜𝑠𝑡 = 9.86𝑀𝑊ℎ × 51.11 𝑁𝑎𝑖𝑟𝑎 𝑝𝑒𝑟 𝑘𝑊ℎ (6) 

𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑖𝑛 𝑘𝑊ℎ = 9.86𝑀𝑊ℎ × 1000𝑘𝑊ℎ/𝑀𝑊ℎ (7) 

 𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑖𝑛 𝑘𝑊ℎ = 9860𝑘𝑊ℎ 

 𝐶𝑜𝑠𝑡 = 9860𝑘𝑊ℎ × 51.11𝑁𝑎𝑖𝑟𝑎 𝑝𝑒𝑟 𝑘𝑊ℎ 
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 𝐶𝑜𝑠𝑡 = 504,004.60 𝑁𝑎𝑖𝑟𝑎 

Therefore, the cost saved for 9.86 MWh at a rate of 51.11 Naira per kWh amounts to approximately 504,004.60 

Naira. This analysis underscores the system's efficacy in optimizing electricity consumption. The findings con-

tribute to the broader discourse on sustainable energy management strategies in office environments. 

4.3 Cost analysis 

Furthermore, the complete analysis of the financial cost associated with procuring components and materials 

for the project's construction is systematically detailed in Table 3, showcasing the comprehensive breakdown of 

costs in Nigeria Naira. 

Table 3.  Cost expenditure for building the device 

S/no. Items Description Cost (Naira 

#) 

1 Arduino 

Mega board 

MEGA R3 Board ATmega 2560 #34,587.74 

2 Keypad 4 x 4 Matrix Array 16 Key Membrane 

Switch Keypad Keyboard Compatible 

#8,721.74 

3 LCD Dis-

play 

LCD Display Module DC 5V 16x2 

Character 

#10,303.46 

4 Wires Multicolored Dupont Wire 40pin 

Male to Female, 40pin Male to Male, 

40pin 

#5,542.64 

5 Earthing 

rod 

Brass Grounding Rod with 40ft Wire, 

Earthing Rod Great to Use with 

Grounding 

#21,057.86 

6 AC Contac-

tors 

40 Amp contactor 240V coil HVAC 

Contactor 

#13,721.06 

7 Air Breaker 

Switch 

Low-Voltage Miniature Air Circuit 

Breaker Circuit Breaker 

#12,139.29 

8 Real-Time 

Clock Mod-

ule 

RTC Breakout Module DS3231 

Board 3.3V 5V 

#10,303.46 
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9 Relay Mod-

ule 

4 Channel 5V Relay Module OPTO-

Isolated Support High and Low Level 

Trigger 

#5,868.52 

10 Power sup-

ply kit 

Component Power Supply Module 

Assorted Kit for Arduino Power Sup-

ply Kit 

#7,935.54 

11 Miscellane-

ous 

 #11,917.95 

  Total #142,099.26 
 

This detailed breakdown reflects a total expenditure of #142,099.26 to procure essential components. The 

presentation of a comprehensive cost breakdown in this research is essential to transparently delineate the alloca-

tion of resources, ensure reproducibility, and facilitate informed decision-making for future endeavors within the 

field. Also, the presented cost analysis serves as a valuable reference for researchers and practitioners in the field, 

contributing to the broader discourse on the economic considerations associated with implementing advanced 

technological systems. 

4.4 Limitations of the research and future works 

This research has some limitations that need to be acknowledged and addressed in future studies. The hardware 

prototype was tested in a simulated office environment, not in a real office building with a standalone energy 

source. Therefore, the actual performance and reliability of the device may vary depending on the environmental 

conditions, the quality of the energy source, and the user behavior. The operators input the load-shedding times 

manually using a keypad, which may introduce human errors and inconsistencies. A more automated and intelli-

gent method of determining the optimal load-shedding times based on the energy demand and supply could im-

prove the accuracy and efficiency of the system. The energy saving of 9.86MWh per year was calculated based 

on the average energy consumption of an office building in Ikeja, Lagos, Nigeria, which may not be representative 

of other regions or countries. 

Moreover, the energy saving may change depending on the season, the weather, and the occupancy of the office 

building. The cost-benefit analysis of the device was based on some assumptions and estimates, which may not 

reflect the actual costs and benefits of adopting the device in different scenarios. A more comprehensive and 

realistic analysis of the economic and environmental impacts of the device is needed to justify its feasibility and 

attractiveness. 

Considering the limitations identified in this research and the corresponding findings, several promising direc-

tions exist for future investigations. Conducting field experiments in genuine office buildings equipped with 

standalone energy sources would allow the results to be compared with those obtained from simulated experi-

ments. This approach not only ensures more valid and reliable data on the performance and reliability of the device 
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but also sheds light on potential challenges and opportunities in its practical implementation. Developing a more 

advanced and adaptive algorithm for determining optimal load-shedding times is crucial. This should consider 

energy demand, supply, and user preferences and feedback. Such advancements aim to enhance the overall func-

tionality and usability of the device while concurrently reducing the need for human intervention and minimizing 

errors. Expanding the research scope to include various types of buildings and sectors, such as residential, com-

mercial, industrial, and agricultural, would be instrumental. This broader perspective seeks to increase the ap-

plicability and impact of the device, catering to the diverse needs and specific characteristics of users in different 

contexts. A detailed and realistic cost-benefit analysis is imperative to understand the device's feasibility and 

attractiveness comprehensively. This analysis should consider various factors and parameters, including the initial 

investment, operational and maintenance costs, energy prices, carbon emissions, and social and environmental 

benefits. Such a comprehensive examination aims to provide a convincing justification for the viability and appeal 

of the device. 

5 Conclusion 

The developed load-shedding system, equipped with a programmable interface and time management capabil-

ities, has demonstrated noteworthy achievements. Its functionalities include the strategic deactivation of loads 

during low usage periods as specified by the device, user input customization for work hours, and a consequential 

reduction in overall energy consumption within the building. The potential expansion of this concept envisages a 

centralized monitoring system for distribution points, wherein relays and circuit breakers manage the supply to 

designated geographical regions. This system lets users control the distribution point in response to load demands 

and requirements. Upon relay tripping, operators receive crucial electrical parameters, including active power, 

reactive power, current, voltage, frequency, and other relevant data displayed on the LCD. Utilizing a 4 X 4 

keypad to interact with the microcontroller offers a practical and efficient solution for obtaining input data in a 

user-friendly manner. The system's ability to control load-shedding intervals based on management commands 

contributes to its efficiency in varying load demand and considerations in a creative office building. The prospect 

of implementing this system in a medium-sized creative office building, particularly at the main distribution point, 

underscores its potential as a sophisticated solution for optimizing energy management. This innovative approach 

addresses current energy challenges and opens avenues for broader applications in diverse settings, establishing 

its significance in advanced power systems. 
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Abstract: The ongoing energy and climate crisis demand transition to sustainable energy 

resources aided by accurate estimation of energy demand to guide policies for adequate 

planning of renewable fueled electricity generation technology in urban areas. This study 

evaluated the electricity demand for standalone residential solar photovoltaic (RSPV) 

technology by potential household adopters of the technology in the metropolitan area of 

Lagos state, Nigeria plagued with endemic epileptic grid electricity supply. The study 

adopted quantitative research design with structured questionnaire to solicit information 

from the respondents. Three hundred and twenty-six (326) responses from the potential 

adopters were analysed with a model for analysis of demand for energy (MADE-II) and 

Pareto tool. The results show that space cooling services has the highest energy intensity 

of 7.59 kWh/hh/day while the entertainment services have the lowest energy intensity of 

0.84kWh/hh/day. The study concluded that the household energy services demand for 

electricity by the potential RSPV technology adopters from the solar module panel is 

31.59kWh/hh/day. The study further conclude that the respondents guided by their 

consciousness of the quantity of energy demand carefully select appliances base on the 

energy requirements of the appliances. The study recommends effective planning, 

monitoring, and controlling of operation and performance of the household appliances vis-

a-viz the operation and performance of the stand-alone RSPV system to minimise the 

energy demand and optimize the energy services output. Further study could investigate 

the smart integration and interaction of the household appliances with the stand alone 

RSPV system to minimise the energy demand and optimise the performance of both the 

supply and demand system. 
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1.0 Introduction 

Urbanisation and energy demand has been identified to be consequentially related to Climate change and global 

warming [1]. The progress of urbanisation, population growth, economic development, and living standards 

iscorrespondingly increasing the demandfor energy services in urban areas resulting to large carbon footprint. About 

55% (4.2 billion) of the world population projected to reach about 6.5 billion (two third) by 2050 live in cities and 

significantly responsible for more than 80% of global gross domestic product [2]. The urban areas generate an 

estimated 75% of human caused global emission of carbon dioxide (CO2) as a result of about two thirds of global final 

energy use and significant indirect consumption of energy embodied in products and other material goods [2], hence 

improving environmental performance of the energy system in the urban area is an indispensable necessity to attain 

green growth. Green growth entails economic advancement that promotes development characterized by 

environmental sustainability, reduced carbon emissions, social inclusivity and in other words operates on the pedestal 

of sustainable socio-economic systems driven by transition from non-renewable (fossil) energy to renewable resources 

[1]. 

Solar energy, based on its large technological potential and being amongst the cleanest energy sources, is used to 

generate electricity directly with solar photovoltaic technology [3, 4]. The solar photovoltaic (PV)electricity 

generation technology is considered to be the most sustainable and environmentally friendly technology among the 

available renewable electricity generation technologies [5, 6]. Therefore, accelerating the deployment of solar PV 

Technology is crucial to fill the energy gap, mitigate climate change and realise green growth. 

Recent studies [7, 8, 9] shows that residential sector is the largest electricity consumer in Nigeria and account for 

about 59% of the country’s electricity consumption, hence the sector can speed up the progress of tackling energy 

deficit and reduction of greenhouse gas (GHG) emission to mitigate climate change by rapid deployment of residential 

photovoltaic (RSPV) technology.The appropriate deployment of residential solar PV (RSPV) technology 

demandsintegrated planning involving dedicated policies, regulations and creation of energy demand profile for 

households [10]. A better understanding of residential energy demand is vital to transition of the energy system 

towards renewable sources from fossil energy sources. To adequately evaluate the household electricity demand for 

residential solar PV technology, it is vital to identify the energy services need of the households [6, 11]. Electrical 

power audit is paramount to ascertain the energy use of the households in order to plan for the suitable capacity of PV 

system that would meet the households’ energy services demand [12, 6].  

Past studies [13, 7, 4]) on estimation of energy demand for solar PV system are based on retrospective survey of the 

technology users which may not be suitable for accurate energy demand forecasts to aid policy makers in development 

of energy supply and provision of valuable suggestions for energy supply system operations planning. This study uses 

prospective surveys to evaluate the electricity demand of potential household users of RSPV technology to fill this 

methodology gap in literature. Furthermore, studies on application of solar off grid electricity generation had focused 

more on rural dwellers that does not have the financial capability to pay for the solar PV services, most especially in 

the sub-Saharan Africa [14, 15, 17] while there is dearth of studies on the application of the system in urban areas that 

contribute large amount of greenhouse gases to the environment and also has the financial buoyancy to pay for the 

services are lacking. 

2.0 Literature Review 

The concept of energy service is commonly used in very diverse fields and activities. Though there are notable 

differences in how energy services are conceptualised, it has been commonly argued that what people demand are the 

benefits provided by energy for human well-being and the society not energy or its carrier [18,19,20]. According to 
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[21] energy services are “energy forms and processes from where consumers ultimately derive and realise the value 

of energy carriers like electricity and gas” (p 3). Energy services are also described as the functions performed by the 

use of energy thus energy services drive energy consumption and energy demand [20]. 

In the residential sector, [22] identified the most common form of energy service as refrigeration, lighting, cooking, 

heating, water heating and space heating while [21] observe the common forms of energy services to include 

illumination, space conditioning, water heating, communications, and information processing. [23] describe what 

energy produces as lighting, cooling, cooking, space, and water heating, etc. and [18] categorised the urban household 

energy services for the low-income households as Cooking, Lighting, space heating and cooling, refrigeration, 

television, telephony, radio, mobile phone charging and hot water. According to the study, the middle-income 

households have all the low-income services plus entertainment, refrigeration and freezing, clothes washing and 

drying, computing, and surfing of the internet, advanced telecommunication while the high-income households have 

all the middle-income services plus luxury practices such as swimming in a heated pool, going to the bathroom with 

a heated toilet to the sound of music, and watching television while cooking. [7] considered lighting, 

Computing/internet, entertainment, process heating, cooking, water pumping, space cooling, ventilation, and 

refrigeration services as the forms of energy services in their study on Solar photovoltaic contribution to energy mix 

in selected Nigerian estates. These forms of energy services were adopted to guide this study. 

When electricity is used as the energy carrier, provision of electricity to the consumers for the derived demand while 

ensuring the security of the power system is the conventional approach of providing energy services [21]. Much of 

the investment and operational decision making associated with this approach is focused on the supply side of the 

power system, while the potential contributions of the demand side are less regarded. This approach is increasingly 

becoming unfavourable due to growing electricity demand, deteriorating load factors and the evolving environmental 

concerns. Hence, [22] posited that there is a continuing increase in recognition of the significance of the demand-side 

of energy.  According to [21] evaluation of the demand for energy can be approached in two ways.  The first approach 

is by the actual energy consumption of the conversion technology used to deliver the service.  The second approach 

is by specifying the required temporal changes to a variable directly related to the service, such as the volume of 

hourly consumption of hot water and the hourly temperature in a room. The accuracy of the first method relies on the 

immediate conversion of electricity to the corresponding energy service by the appliance. In contrast, the second 

method faces a challenge in assessing the hourly consumption of hot water through the electricity consumption of 

water heaters, as certain households utilize storage-type heaters. For energy services involving the instantaneous 

conversion of electricity to services, like lighting, or scenarios where the benefit stems not from the converted energy 

form but from the resulting process, such as information processing, the actual electricity consumption can be 

considered synonymous with the energy equivalent or demand [21]. This approach was adopted for this study because 

all the energy conversion technologies (appliances) studied instantly converts energy to services such as lighting, 

water pumping and ventilation services. 

There are various literatures with different perspective and methods to analyse the household energy demand. 

According to [24] the theoretical frameworks are categorise based on discipline and integrated perspectives. The 

dominating disciplines in the disciplinary frameworks are economics, engineering, sociology and anthropology, and 

psychology. The engineering frameworks considers the physical laws to analyses the technology aspect of household 

energy demand [25]. The economic frameworks analyse the effects of income levels, energy prices, taxes and other 

economic and some behavioural factors [26]. The psychology frameworks consider the human behavioural aspect of 

household energy demand [27], while the sociology and anthropology frameworks analyse the social and cultural 

context of the household energy demand. The study of [28] suggest that the disciplinary frameworks which are 

developed on specific discipline such as economics, engineering, sociology and anthropology, and psychology 
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approach that has been used to guide energy policies over the years may be limited in the analysis of today’s complex 

problems in the energy sector. This is because the disciplinary frameworks have some inadequacies and could not 

analyse the interactions between the various disciplines, and similarly are not able to properly explain the disjunction 

between the actual and predicted household energy demand [29]. The integrated perspective combines different 

discipline to form a robust framework for analysis of energy demand and adequately proffer energy demand solutions. 

[30] conceptualise a framework of household energy demand combining economics, engineering, sociology and 

anthropology, and psychology approaches but the idea did not translate to simulation models. Similarly, the study of 

[31] conceptualise an integrated framework based on socio-technical systems concepts that did not transform to 

modelling method. These theoretical frameworks serve as bases for all the studies on household energy demand 

modelling techniques [24]. 

Several models are developed for forecasting and estimating household energy demand and the associated carbon 

emission over the years. Principally two main epistemic approaches are used to model household energy demand and 

the consequential emissions of carbon dioxide namely top-down and bottom-up approaches with ongoing progress in 

development of the robust hybrid of the two approaches [32,33]. The top-down techniques which is mainly 

econometric method uses existing interaction between the energy sector and the general economy to predict and 

forecast the behaviour of household energy demand and carbon emissions at aggregate level when the policy 

parameters are changed within the models. The bottom-up techniques comprising of building physics and statistical 

method concentrates only on the energy sector, models household energy demand and carbon emissions by 

disaggregating the statistical or building physics method that contains high level of details. According to [24] there 

are significant variations in these models on the bases of disaggregation levels, complexity, output resolution, 

aggregation of output levels, performed scenario analysis, validation of model, and how they are made available for 

the public to scrutinize. The scholars further assert that there is a need to find more robust and sophisticated modelling 

techniques that take into account the associated complexity and burden of household energy demand and carbon 

emissions problems due to the chaotic nonlinearity, high interdependence and qualitative nature of some of the 

variables involved. 

According to [4,7] the Model for Analysis of Demand for Energy (MADE-II) which appropriately combines the 

application of engineering process, econometric and statistical techniques to analyse demand for energy in various 

economic sectors is flexible and applicable for projection of energy demand over short and long period of time is 

suitably developed for developing countries such as Nigeria. These characteristics make the model suitable for this 

study. 

3.0 Methodology 

Lagos state, the most populous and fastest growing megacity in Africa and the former capital of the federal republic 

of Nigeria with an estimated population of about 24 million [34] people and population density of about 5,000 

persons/km2 was selected for the study. The  study area located in the southwest geopolitical zone of Nigeria lies 

approximately between longitude 2o42’E and 3o22’E and between latitude 6o22’N and 6o42’ Nhas solar radiation 

intensity of between 3.54 and 5.43 kWh/m2day [12] suitable for generating electricity with solar PV technology. The 

metropolitan area span over sixteen (16) of the twenty (20) local government areas of Lagos State and accounts for 

over 85% of the total population of the State. The study area is the economic centre of Nigeria hence energy 

consumption and GHG emission rate seems to be high in Lagos state compared to other states in Nigeria because of 

its high level of urbanisation and industrialisation. The state receives just about 1GW of electricity for an average of 

no more than 12 hours daily average i.e. 12 gigawatt-hours (GWh) per day (6.25% of the demand) from the national 

grid according to [35]. Estimate is pointing at the use of about 15 GW back-up capacity fossil fuel-based self-generated 

off-grid electricity (diesel and petrol back-up generators) in Lagos area which produces a very significant amount of 
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greenhouse gases emission and pollution that damages the environment. It appears to be an increasing interest in 

alternative and more sustainable electricity in Lagos state [12] and the willingness to pay for standalone photovoltaic 

electricity by businesses in Lagos is high [36]. 

The study used quantitative research design with structured questionnaire to seek information from the potential users 

of RSPV technology.  Multi-stage sampling method was used for the study. Multi-stage sampling is common in green 

power uptake studies [37, 38, 39,40, 12] and is effective where there are many local government areas or municipalities 

that present logistic challenge [41]. At the first stage, purposive sampling technique was used to select the metropolitan 

area comprising a total of sixteen local government areas categorised as densely populated urban area out of the total 

20 Local government areas, which is more than 50% of the local government areas in Lagos state [42]. [43] justified 

the choice of 50% when the study population is large in his paper on sampling a population in educational research. 

The second stage involved the use of proportionate sampling technique to select the potential adopter household 

population in each of the sixteen local government areas that make up the metropolitan area according to the 

population size of each local government areas. Simple random sampling technique was used to select the potential 

adopter households in each of the local government area at the third stage. 

The study used [44] formula for sample size to calculate the appropriate sample size. 

n = 
𝑁

1+𝑁(𝑒)2 

n = sample size 

N = population size 

e = level of precision (probability error) 

A total number of 400 questionnaires were administered to the respondents. Three hundred and fifty-five (355) 

completed questionnaires were returned; three hundred and twenty-six (326) were correctly completed and found 

suitable for analysis giving a response rate of 88.75%. 

Model for Analysis of Energy Demand II (MADE-II) was adapted for the analysis. The model which suitably uses the 

combination of engineering process, econometric and statistical methods for the analysis of different economic sectors 

was developed at the Institute for Energy Economics and Rational use of Energy, University of Stuttgart, Germany in 

1989. The model works on the perception that energy is a means to an end that functions with other factors of 

production to produce goods and provide services to the society. MADE-II is a flexible model used to project energy 

demand for short- and long-term period and suitable for solar energy demand analysis in developing countries 

(Jesuleye et al., 2010) which made it appropriate for this study. 

The model as shown in Figure 1. Operates on 7 blocks of data inflow to analyse energy demand. Block 1 treats the 

general information about energy levels, the base year and future time periods, Block 2works on population 

development information while block 3 analyse the household sector useful energy demand data.  The Households, 

Cottage Industries and Community Services are handled in blocks 4 and 5. Block 6 deals with energy intensity while 

efficiencies, penetration factors and sectoral demand for Solar electricity such as lighting, Water Pumping, Powering 

of TV, Video, Radio, Refrigeration, Ventilation, Cooking and Personal computers are treated in block 7. For the study, 

block 6 (energy intensities) of the MADE-II data inflow as shown in figure 1. was adapted to analyse the energy 

intensity of the selected household energy services.  Nine categories of household energy services were selected and 

the total energy demand computed in block 7 (Solar electricity demand for energy services) with the appropriate 

selection of the energy conversion technologies - end use appliances (Diemuodeke et al., 2017; Somefun et al., 2020; 
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Jesuleye et al., 2020b). The end use appliances rates were based on the ratings of the public utility company (Ikeja 

Electricity Company) that service the study area.  

 

Figure 1. Adapted data flow in model for analysis of demand for energy (MADE –II) From  

 Jesuleye (2020b) 

Measurement of Variables for Household Energy Services in the study area  

The energy services demand for RSPV was categorised as: 

a) Electricity for refrigeration services (Freezers, Fridges) 

b) Electricity for entertainment services (Television, Radio, VCD/DVD player) 

c) Electricity for Computing services (Computers, Printers, Phones) 
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d) Electricity for Space cooling services (Air conditioner) 

e) Electricity for ventilation services (Ceiling fans, Standing fans) 

f) Electricity for lighting services (Energy saving bulbs, yellow-Incandescence) bulb. 

g) Electricity for cooking services (Electric stove) 

h) Electricity for process heat (Shaving kits, pressing iron, microwave oven, blender) 

i) Electricity services for water pumping 

The total demand for the various energy services was calculated using the data for energy demand collected from the 

study area with the following formula: 

Total Final energy demand from energy mix 

 TFe = EIrf + EIet + EIcp + EIsc+ EIvt + EIlt + EIck + EIph + EIwp 

Where: 

 EIrf : Energy Intensity for Refrigeration services 

EIet : Energy Intensity for entertainment services 

EIcp : Energy Intensity for Computing services 

EIsc: Energy Intensity for Space cooling services 

EIvt : Energy Intensity for ventilation services 

EIlt : Energy Intensity for lighting services 

EIck : Energy Intensity for cooking services 

EIph : Energy Intensity for process heating  services 

EIwp : Energy Intensity for water pumping services 

Variables for Energy Intensity Calculation  

Variables used for the calculations include various conversion technologies (end-use appliances) power ratings in 

watts (technical efficiency), stock and duration of use of the conversion technologies (Household appliances). 

Essentially energy intensities for the various services were calculated to determine their energy demand with the 

following equation adapted from Jesuleye et al. (2020b).Energy Intensity (EIj,t)= 
(𝐻𝐷𝑆𝐸𝑆𝑗𝑡) 𝐸𝑛𝑒𝑟𝑔𝑦 𝐼𝑛𝑝𝑢𝑡 (𝑊𝑝) 

(𝐴𝐿𝑗𝑡)𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑆ℎ𝑎𝑟𝑒(𝑚𝑖𝑙𝑙𝑖𝑜𝑛)
 

Where, 

HDESj,t= ALj,t*EIj,t 

And, 

EIj,t: Per Household’s Energy Intensity (EI) for Energy Service j (e.g. Lighting) in time period t. 
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HDESj,t: Per Household’s Demand D for Energy Service j (e.g. Lighting) in time period t. 

Wp: Watt 

ALj,t: Per Household’s Activity Level (AL) (Population Share) for Energy Service j (e.g. Lighting)in time period t. 

4.0 Results and Discussion 

Sociodemographic Characteristics of the Respondents 

Table 1. revealed that more than half (58%) of the respondents were male, large percentage (41%) were between age 

range 31- 40 years, more than two third (68%) were married with about two third (64%) educated to undergraduate 

level which indicate that the respondents were mature, educated, knowledgeable to understand and interpret the 

questionnaire and could take decision concerning their households in response to the questionnaire. 

Regarding the dwellings, largest percentage (28%) of the households had four (4) members, more than half (54%) 

own their homes while the largest (27%) live in three (3) bedrooms homes and more than half (56%) dwell in flats 

(Apartments) and majority (93%) of the homes were connected to the national grid showing that the respondents were 

households with suitable dwelling place for the study. 

The largest percentage (39%) of the household earn within the band of one (1) and three (3) million-naira income per 

year and the largest percentage (41%) pay between five thousand and ten thousand naira (N5,000 - N10,000) as 

monthly electricity bill suggesting that the respondents have sources of income and are presently paying for their 

electricity consumption. 

The result shows that (37%) and (39%) of the respondents earn below one million naira (N1,000,000) and between 

one million and three million naira (N1,000,000 – N3,000,000) respectively annually, with 31% and 41% of the 

respondents paying below five thousand naira (N5000) and between five thousand and ten thousand naira (N5,000 – 

N10,000) monthly bills respectively for the poor quality electricity supply from the national grid. The result further 

revealed that almost all the respondents’ dwellings (93%) are connected to the national grid and prospectively intend 

to shift to the alternative standalone RSPV system for consistent good quality (uninterrupted supply) and quantity 

(sufficient supply all the time) electricity supply suggesting that consistent good quality  electricity supply is 

indispensable to their daily household activities and one can deduce that the respondents seems to be ready to pay for 

the services. 

Table 1. Sociodemographic Characteristics of the Respondents  

Parameters Classification F   (% 

Gender Male 190 (58) 

Female 136 (42) 

Total 326 (100) 

Age 21-30yrs 71   (22) 

31-40yrs 135 (41)  

41-50yrs 66   (20) 

Above 50yrs 54   (17) 

Total 326 (100) 

Marital Status single 73   (22) 
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married 223 (68) 

Divorced 19   (6) 

Widowed 11   (3) 

Total 326 (100) 

Education Primary 4     (1) 

Secondary 24   (7) 

Undergraduate 209 (64) 

Postgraduate 89   (27) 

Total 326 (100) 

How many people, including 

yourself live in your home? 

2 32   (10) 

3 53   (16) 

4 91   (28) 

5 74   (23) 

6 and above 76   (23) 

Total 326 (100) 

Do you own your home? yes 151 (46) 

No 175 (54) 

Total 326 (100) 

How many bedrooms are there 

in your home? 

1 32   (10) 

2 70   (21) 

3 119 (37) 

4 62   (19) 

5 29   (9) 

6 and above 14   (4) 

Total 326 (100) 

Which of these best describes 

your type of dwelling? 

Duplex 40   (12) 

Bungalow 57   (17) 

Detached house 14   (4) 

Semi-detached 8     (2) 

Terraced house 5     (2) 

Flat (Apartments) 184 (56) 

Tenement(face to face) 18   (6) 

Total 326 (100) 

Is your dwelling connected to 

national grid? 

Yes 303 (93) 

No 23   (7) 

Total 326 (100) 

Which of the following bands 

best represent your approximate 

total household income per year 

(N)? 

Less than 1m 122 (37) 

1m - 3m 123 (39) 

3m - 5m 51   (16) 

5m - 10m 24   (7) 
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10m - 20m 5     (2) 

Over 20m 1     (0) 

Total 326 (100) 

What is your average monthly 

electricity bill (N)? 

Below  5,000 102 (31) 

5000 – 10,000 135 (41) 

10000 – 15,000 29   (9) 

15000 - 20000 24   (7) 

Above 20000 36   (11) 

Total 326 (100) 

 

Table 2. shows the household energy intensity for nine categories of household energy services namely refrigeration 

services, entertainment services, computing services, space cooling services, ventilation services, lighting services, 

cooking services, process heating services, and water pumping services demanding RSPV technology generation 

electricity by potential adopters in the study area. The table indicates that Refrigeration services, has a total appliance 

wattage of 280watts, total average number of end use appliances in use per household/day is 1.1 and average appliance 

usage hours per household per day is 8.9 while the energy intensity is 1.06kWh/hh/day. 

The entertainment services have a total appliance wattage of 190watts, total average numbers of appliances in 

use/household/day of 2.1, total average appliance usage of 10.7 Hours/Household/Day and energy intensity of 

0.84kWh/hh/day. The Computing services have a total appliance wattage of 665 watts, 23.3 as average numbers of 

appliances in use/household/day, 38.8 Hours/Household/day average appliance usage with a total of 0.97kWh/hh/day 

as the energy intensity. The appliance wattage for space cooling services is 1492 watts, number of appliances in 

use/household/day is 0.6, Hours/Household/day average appliance usage is 2.9 with 7.59 as the energy intensity. 

Ventilation services have a total of 155 watts as end use appliance wattage, 2.6 as number of appliance in 

use/household/day, 9.5 Hours/Household/Day as average appliance usage and energy intensity of 1.46kWh/hh/day. 

The Lighting services have a total average end use appliance wattage of 75 watts, 5.5 as average numbers of appliances 

in use/household/day, 9.5 Hours/Household/day average appliance usage with a total of 1.42kWh/hh/day as the energy 

intensity. 

The table further reveals that for cooking services, electric stoves have wattage of 2500 Watts, the average number of 

the appliance per household is 0.5 while the average appliance usage hours per household per day is 1.7 and the 

appliance energy usage is 2.77kWh/hh/day in the study area. For process heating services, the total average end use 

appliance wattage is4670 watts, 2.7is average numbers of appliances in use/household/day, 6.6 Hours/Household/day 

is average appliance usage with a total of 6.43kWh/hh/day as the energy intensity. For water pumping services, Water 

pump wattage is 1119 watts, average number of appliance in use/household/day is 0.5, average appliance usage is 1.7 

Hours/Household/day, and the energy intensity is 1.89kWh/hh/day. 

Furthermore, the result indicates that the numbers of energy consuming appliances namely, washing machine 

(2,100w), electric stove (2,500w), water pump (1,119w) and Air-conditioner (1492w) are relatively few compared to 

other appliances with lower wattages. It can be deduced that the respondents are conscious of the quantity of the 

energy to be consumed by these appliances therefore intend not to use higher energy consuming appliances and seems 

to seek alternative means as the services of these household appliances are essential. 
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Table 2 Household Energy Intensity for RSPV Technology  

      

Energy Services 

 

  

End use 

Appliances 

  

End use 

Appliance 

wattage   

Average no. of end 

use Appliances in 

use/Household/day  

Average Appliance 

usage Hours/ 

Household/Day  

Total   end use 

appliance 

energy usage 

(kWh/hh/day) 

Refrigeration 

services Refrigerators 100 0.6 4.6 0.46 

 Freezers 180 0.4 4.3 0.60 

Total  280 1.1 8.9 1.06 

Entertainment 

services 

Flat screen 

TV 100 0.9 5.2 0.64 

 Radio 70 0.6 2.7 0.15 

 

VCD/DVD 

player 20 0.6 2.8 0.05 

Total  190 2.1 10.7 0.84 

Computing 

services 

charging of 

Phone 5 2.5 5.7 0.38 

 Computer 60 0.7 2.4 0.17 

 Printer   600 0.2 0.7 0.42 

Total  665 3.3 8.8 0.97 

Space Cooling  

services 

Total 

Air 

conditioner   

1492 

1492 

0.6 

0.6 

2.9 

2.9 

7.59 

7.59 

Ventilation Ceiling fan  85 1.6 5.0 0.98 

Services Standing fan  70 1.0 4.5 0.48 

Total  155 2.6 9.5 1.46 

Lighting services 

Incandescent 

bulbs 60 1.7 3.5 0.92 

 

Energy saving 

bulbs 15 3.8 5.9 0.50 

Total  75 5.5 9.5 1.42 

Cooking services Electric stove 2500 0.5 1.7 2.77 

Total  2500 0.5 1.7 2.77 

Process heating 

services Shaving kits 20 0.5 1.1 0.02 

 Pressing iron  1200 0.8 1.5 1.63 

 

Microwave 

oven  900 0.4 0.9 0.80 

 Blender 450 0.6 1.6 0.60 

 

Washing 

machine 2100 0.5 1.6 3.38 

Total  4670 2.7 6.6 6.43 
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Water pumping 

services Water pump 1119 0.5 1.7 1.89 

Total  1119 0.5 1.7 1.89 

      

Table 3. revealed that the total household energy services electricity demand for RSPV technology by the potential 

adopters is 24.43 kWh/day. Consistent with the report of [45] that cooling services consumes the bulk of household 

energy demand in hotter climates, the result indicates that space cooling services have the highest energy intensity, 

7.59kWh/hh/day (31.1%) as shown in figure 2. 

Table 3.    Household Energy Services Electricity Demand for RSPV Technology  

Energy Services 
 

Household Energy Intensity              

(kWh/hh/day) (%) 

Refrigeration services 1.06 4.3 

Entertainment services 0.84 3.4 

Computing services 0.97 4.0 

Space Cooling services 7.59 31.1 

Ventilation services 1.46 6.0 

Lighting services 1.42 5.8 

Cooking services 2.77 11.3 

Process heating services 6.43 26.3 

Water pumping services 1.89 7.7 

Total 24.43 100.0 
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Figure 2 Household energy intensity for RSVP Technology 

 

The total electricity demand from the solar modules is calculated thus:  

The total household electricity demand from the PV modules = Total household electricity demand x 1.3 

The total household electricity demand from the PV modules = 24.43 x 1.3 = 31.59kWh/day 

And the total PV panel capacity per household is: 

Total wattage of PV panel capacity required =
Total household electricity demand from the PV modules

Panel Generation Factor for Nigeria
 

    = 
31.59kWh/day 

3.41
 = 9.2639 kW 

Note: 1.3 is the multiplying factor to cater for the energy lost from the solar modules and Panel generator factor 

(PGF), 3.41 for Nigeria is the varying factor used to calculate the size of the solar PV cells (modules) which depend 

upon the global geographic location, specifically the climate of the solar PV system, site location. [46,47] 

This aligns with the findings of [42] who simulate the size of PV system in three local government areas in the 

metropolitan area of Lagos state. The base case scenario in their study indicates that the PV panel capacity ranges 

from 0.3 to 76 kW for different building types in the study area. 

In addition, the rooftop area needed for the capacity required is calculated as follows: 

PV power rating per module = 400 W 

The number of solar panels required for the capacity required = 9.2639 kW/400 W 

            = 23.16 ≈ 24 panels 

 

1.06

0.84

0.97

7.59

1.46

1.42

2.77

6.43

1.89

0 1 2 3 4 5 6 7 8

Refrigeration services

Entertainment services

Computing services

Space Cooling services

Ventilation services

Lighting services

Cooking services

Process heating services

Water pumping services

Energy Intensity (KWh/HH/Day)

En
e

rg
y 

Se
rv

ic
e

s



 
 

JDFEWS 4 (2): 159-177, 2023 

ISSN 2709-4529 

 

Jesuleye, et al., 2023 JDFEWS 4(2), 2023, 159 - 177 
 

The rooftop area needed for the capacity required = number of solar panels x area of one solar panel. 

      = 24 x 2.32 =55.68 m2 

The study of [48] and [42] in the Southwest geopolitical zone of Nigeriaindicated that the rooftop area of typical 

buildings is: Tenement(Face-me-I-face-you) -156.78 m2;traditional court - 282.24 m2; flat apartment - 280.72 m2; 

single family bungalow - 332.12 m2 and duplex - 218.3 m2.The result indicates that the required solar panel sizes can 

be accommodated by the rooftop areas of buildings in south west Nigeria according to literature.For dwellings such 

as flat (apartments) and Tenement(Face-me-I-face-you)occupied by 56% and 6% of the respondents respectively 

which are multi-occupancy in nature, there may be roof space limitation to accommodate the solar module panels for 

all the occupant households. Hence the energy intensities can be improved in order to reduce the capacity and the 

number of PV panels per household in order to accommodate all the occupant households while simultaneously 

maintaining or increasing the output level of the energy services [42].  

The Pareto analysis in figure 3. shows that the energy intensities for space cooling services (31.1%), process heating 

services (26.3%) and cooking services (11.3%) constitute more than two third (68.7%) of the total household energy 

demand suggesting the potential for improvement and concentration of improvement efforts and resources on the 

energy intensities of these services in descending order. 

 

Figure 3. Pareto Analysis of Household Energy Intensity for RSPV Technology 

Figure 4. shows the analysis of the household energy conversion technologies (Household appliances) with air 

conditioner in the space cooling services having the highest energy consumption value of 7.59 kWh/hh/day and 

shaving kits having the lowest energy consumption value of 0.02 kWh/hh/day. The Pareto analysis in Figure 5. 

indicates that the most important few energy conversion technologies (household appliances) that needs urgent 

improvement attention are four items namely, air conditioner (7.59kWh/hh/day) in space cooling services, washing 
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machine (3.38kWh/hh/day) in process heating services, electric stove(2.77kWh/hh/day) in cooking services and water 

pump (1.89kWh/hh/day) in water pumping services demanding 15.63kWh/hh/day out of the twenty appliances that 

demands a total of 24.43kWh/hh/day from RSPV. 

 

Figure 4. Household Energy Conversion Technologies Electricity Demand 
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Figure 5 Pareto Analysis of Electricity Demand of Energy Conversion Technologies 

 

The implication is that replacing these conversion technologies (Air conditioner, washing machine, electric stove and 

water pump) in descending order with higher energy efficient conversion technologies will significantly reduce the 

energy intensity of the energy services (electric load), the capacity and numbers of the PV panels while the system 

delivers the same or increase output level of energy services. 

5.0 Conclusion and Recommendations 

 

The study evaluates the prospective energy services demand for RSPV technology generated electricity by potential 

household RSPV adopters to effectively plan the deployment of RSPV technology in Lagos state, Nigeria plagued 

with endemic epileptic supply of grid electricity. The study provided information on the proposed electricity 

consumption by household appliances for energy services and concludes that each household demands 

24.43kWh/hh/day of electricity to meet their energy services with the total demand of 31.59kWh/hh/day from the 

solar module panel. However, the result shows that the respondents seems to be conscious of the energy consumption 

and carefully select household appliances based on the energy requirements of the appliances suggesting that the daily 

energy demand should be planned, monitored and controlled to minimize the demand.The study recommend that the 

energy intensity for the energy services could be improved by increasing the efficiency and effectively monitor the 

performance of the household appliances vis-a-viz the operation and performance of the stand-alone RSPV system to 

minimise the energy demand and optimize the energy services output. The study further recommends government 

intervention with dedicated policy to guide adoption of high efficiency standard for household appliances and 

appropriate financial schemes to support replacement of inefficient household appliances with highly efficient ones. 
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Further study could investigate the integration and interaction of the household appliances with the stand alone RSPV 

system to measure and track the real time household energy consumption, schedule and balance the operation time of 

the appliances, identify and isolate high energy consuming appliances to minimise the energy consumption and 

optimise the performance of both the supply and demand system The study could be conducted in other regions of 

Nigeria for comparism and to have a national understanding of energy services demand for electricity from RSPV 

technology. Additionally, economic feasibility and behavioural acceptability of RSPV technology could be 

investigated for effective planning of the energy system transformation. 
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Abstract: The energy sector constitutes an important contributor to the growth and 

development of the Nigerian economy. Despite Nigeria's abundant energy resources, the 

sector faces multiple challenges, such as infrastructural deficits, policy inconsistencies, 

regulatory uncertainties, and overreliance on non-renewable energy sources. Industry 4.0 

technologies and Human-Computer Interaction (HCI) present opportunities that address 

the challenges of the energy sector in Nigeria. This research explores the impact of HCI in 

the adoption of technologies of 4IR (Artificial Intelligence, the Internet of Things, Big 

Data, and Cloud Computing), in Nigeria's energy sector. The research assesses the current 

level of implementation of Industry 4.0, requirements for the implementation of Industry 

4.0 technology, demand, and skills for HCI in the implementation of 4IR technology in 

Nigeria's energy generation sub-sector. This study adopted a comprehensive and critical 

systematic review of existing literature on the subject matter. The findings reveal the level 

of 4IR implementation in its infancy, with some energy companies and start-ups beginning 

to integrate digital technologies to enhance their operations and services. The study further 

revealed the potential of HCI in facilitating the integration and social acceptance of 4IR 

technologies and identified significant skills demand for HCI, such as digital literacy, data 

analysis, critical thinking, problem-solving, and system thinking to facilitate the adoption 

of 4IR.  The research concludes that the development of HCI skills in the adoption of 4IR 

presents a great opportunity to transform the energy sector in Nigeria. The research 

recommends policy formulation, to embrace Industry 4.0 and multifaceted process 

development of HCI skills for the application of 4IR in the energy sector. 

Keywords: Human-Computer Interaction, Fourth Industrial Revolution, Energy System, 

Skills Requirements  
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1.0 Introduction 

 The economic fabric of Nigeria is strongly interwoven with its energy generation subsector, particularly oil 

and gas, which play a crucial role in propelling the country's gross domestic product (GDP). The energy subsector 

does not significantly influence the nation's economic landscape alone, but also fuels the operations of other industries, 

thereby paving the way for direct and indirect employment opportunities. Given Nigeria's wealth of resources ranging 

from oil, gas, and coal, to hydroelectric power and an increasing focus on renewables such as solar and wind, the 

energy generation sub-sector holds significant potential to support the country's economy further. The energy 

generation landscape in Nigeria is dotted with numerous players, which include state-owned corporations and private 

entities. In terms of energy generation within Nigeria, key organizations include entities like Egbin Power Plc and 

Kanji Hydroelectric Plc which are privately and state-owned organizations respectively. These companies contribute 

significantly to Nigeria's energy landscape, focusing on hydroelectric power generation to fuel the national grid. 

Additional key contributors to the energy generation sector would be solar energy companies such as Solar Century 

and Energy- a privately owned company, which is pioneering the use of solar energy to supplement the national grid 

and provide off-grid solutions [1]. These companies and their respective energy generation methods represent crucial 

subsystems of Nigeria's energy system. 

However, while this sector is ripe with potential, it is equally beset with many challenges. Among these 

challenges are infrastructural deficits. Nigeria’s energy infrastructure remains significantly underdeveloped, 

restricting its capacity to produce and distribute energy effectively. Existing facilities are obsolete and in dire need of 

modernization, while the growth of new infrastructure is stunted by limited investments and inefficient planning [2]. 

This infrastructural decay manifests itself in recurrent power outages and inadequate electricity supply that stifles 

economic activities, leaving a significant proportion of the population without reliable access to electricity. These 

challenges significantly undermine the sector's growth trajectory and its capacity to utilize the nation's abundant 

energy resources optimally.   

The previous industrial revolutions have resulted in the initiation and development of the consumption of 

energy sources, such as oil, natural gas, coal, and nuclear energy, and recognized an energy consumption pattern 

subjugated by fossil fuels. Nigeria's energy infrastructure, especially the power transmission system, need to be 

updated and efficiently handle the generated energy, leading to substantial energy losses. Additionally, the prevalence 

of regulatory uncertainties and issues of corruption deters potential investment, thereby restricting the sector's growth 

[3]. However, the advent of Industry 4.0 provides a glimmer of hope to mitigating these challenges and propelling the 

energy sector toward efficiency and growth. This latest industrial revolution, also known as the Fourth Industrial 

Revolution (4IR), is characterized by a strategic integration of traditional manufacturing with digital technology, 

creating a new paradigm in industrial development [4]. The bedrock of Industry 4.0 lies in advances such as artificial 

intelligence (AI), the Internet of Things (IoT), robotics, and advanced human-computer interaction (HCI). 

Human-Computer Interaction, a burgeoning interdisciplinary field, emphasizes the interaction between users 

(humans) and computers, focusing on the design and use of computer technology. As digital transformation sweeps 

across various industries under the umbrella of Industry 4.0, HCI gains prominence. It enables the seamless integration 

between human and digital systems, thus facilitating productivity and efficiency. The existing literature indicates a 

positive correlation between the advent of Industry 4.0 and energy generation. Technological breakthroughs integral 

to Industry 4.0, such as IoT, AI, and big data analytics, can improve efficiency, productivity, and sustainability within 

the energy sector [5]. For example, implementing smart grids and predictive maintenance enabled by AI and IoT can 

drastically improve the reliability and efficiency of power generation. 

Research focusing on the nexus between Industry 4.0 and energy generation within the Nigerian context 

appears to be scarce and nascent. There needs to be more in-depth investigations assessing the level of implementation 

of Industry 4.0 technology in Nigeria's energy sector and the role of HCI in the integration of 4IR technologies. This 
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research gap underscores the need for this study, with the aim of assessing the level of implementation of Industry 4.0 

technology in the energy generation sector in Nigeria, with a specific focus on the role of HCI in the integration 

process. This research will perform a comprehensive assessment of the skill requisites for HCI within the domain of 

energy generation [6]. This, in turn, could set the stage for the evolution of a technology-centric energy sector in 

Nigeria. 

The role of Human-Computer Interaction (HCI) becomes pivotal. HCI provides the means through which 

humans and computers can interact seamlessly, enabling better control and optimization of energy systems. At the 

heart of Industry 4.0 in the energy sector lies the concept of smart grids. Smart grids, powered by IoT and big data 

analytics, can potentially improve the efficiency and reliability of power generation. They provide real-time data on 

consumption patterns, enabling energy companies to adjust their operations according to demand, thus optimizing 

energy use and reducing waste [7]. Furthermore, predictive maintenance, another critical aspect of Industry 4.0, can 

significantly improve the lifespan and efficiency of energy infrastructure [7]. Through AI and machine learning, 

predictive maintenance systems can predict potential failures in the system, allowing proactive measures to be taken 

before a complete breakdown occurs. 

Despite the promising prospects of Industry 4.0 in the energy sector, its implementation in Nigeria's energy 

generation sub-sector has yet to be fully explored. There is a pressing need to investigate the current implementation 

of Industry 4.0 technology within Nigeria's energy sector and to identify the barriers that may be hindering its full 

adoption. Moreover, the role of HCI in the context of Industry 4.0 in Nigeria's energy sector deserves attention. The 

interaction between humans and computers is a crucial aspect of implementing Industry 4.0 technologies. As such, it 

is necessary to determine the level of HCI in the implementation of these technologies in the energy generation sector 

[8]. This assessment will provide information on the current state of HCI in Nigeria's energy sector. It will offer clues 

on the necessary steps that need to be taken to improve HCI and fully realize the potential of Industry 4.0. 

In addition, the skill requirements for HCI in energy generation in Nigeria need to be thoroughly examined. 

The advent of Industry 4.0 will inevitably require new skills and competencies. The workforce must be adept at using 

new technologies, interpreting data, and making decisions based on the insights derived from these data. Therefore, 

assessing the existing skills landscape and identifying the existing skills landscape and identifying skill gaps can guide 

future training and education initiatives, ensuring that Nigeria has a workforce ready to take advantage of Industry 4.0 

in the energy sector. Implementing Industry 4.0 in Nigeria's energy sector presents an opportunity for the country to 

overcome challenges plaguing the industry and improve its efficiency and sustainability. However, a comprehensive 

understanding of the current level of industry 4.0 technology implementation, the role of HCI, and the required skills 

for HCI is critical to navigate this digital transformation. This study seeks to contribute to this understanding and to 

provide information that can guide Nigeria's journey toward a digitally transformed energy sector.  Consequently, the 

study aims to achieve the following objectives:  

 

(i) Assess the level of implementation of Industry 4.0 technology in energy generation in Nigeria. 

(ii) Examine the requirements for the implementation of Industry 4.0 technology in energy generation in Nigeria. 

(iii) Examine the skills required for Human-Computer Interaction in energy generation in Nigeria; and  

(iv) Determine the development of Human-Computer Interaction skills in the application of 4IR in energy 

generation. 
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2.0 Review of Literatures 

2.1 The Energy Generation System and the Integration of Industry 4.0 in Nigeria 

As Nigeria remains one of the most populous nations in Africa, its energy sector is crucial to driving its 

economic growth and development. Indeed, the energy sector in Nigeria is highly characterised by its considerable 

potential and the abundance of resources available. The importance and role of the energy sector cannot be overstated.  

In addition, the sector needs to improve at different levels of the value chain, from production and distribution 

to end-user application. Operational inefficiencies in power stations, distribution losses due to outdated or poor-quality 

infrastructure, and inefficient consumer energy use collectively contribute to a poorly performing energy sector. Policy 

inconsistencies and regulatory uncertainties further complicate the situation. The energy policies in Nigeria have been 

described as inconsistent and ambiguous, causing uncertainty for investors and other stakeholders9. Regulatory 

challenges include the need for enforcement of existing regulations, corruption, and the absence of comprehensive 

and coherent energy policies and planning [9]. 

There is also the issue of overreliance on non-renewable energy sources. Despite Nigeria's enormous 

renewable energy resources, such as solar, wind, biomass, and hydropower, the energy sector remains heavily 

dependent on nonrenewable sources, mainly oil and gas. This overreliance is unsustainable and exposes the country 

to economic volatility linked to fluctuating global oil prices and environmental issues associated with fossil fuel-based 

energy generation [10]. Collectively, these issues hamper the realization of their full potential, leading to negative 

impacts on the economy, social development, and environmental sustainability. 

However, the advent of the Fourth Industrial Revolution, or Industry 4.0, offers the possibility of a new era 

for the Nigerian energy sector. Defined by a fusion of technologies blurring the lines between the physical, digital, 

and biological spheres, Industry 4.0 represents a potential turning point to address issues of the Nigerian energy sector. 

Industry 4.0 introduces various innovative technologies, such as cyber-physical systems (CPS), the Internet of Things 

(IoT), artificial intelligence (AI), Big Data, Cloud Computing, and others [11]. These technologies could be 

instrumental in resolving numerous problems currently impeding the growth and efficiency of Nigeria's energy sector. 

For example, CPS can provide enhanced control and coordination of distributed energy resources, leading to 

improved reliability and efficiency in energy generation and distribution. IoT can enable real-time monitoring of 

energy infrastructure, improving operational efficiency, and enabling predictive maintenance to reduce downtime and 

lower operational costs. AI can help forecast energy demand more accurately, optimize energy distribution, and enable 

more intelligent and efficient energy management. Big data can provide valuable insights for energy planning and 

policy formulation, while cloud computing can facilitate the integration and sharing of energy data, promoting 

transparency and efficiency in the sector. However, the transition to Industry 4.0 in Nigeria's energy sector has been 

considerably slow. Multiple factors have contributed to this slow pace [12]. Lack of a conducive policy environment, 

inadequate infrastructure, high implementation costs, lack of technical expertise, and cybersecurity concerns are some 

of the primary impediments. 

The absence of a supportive policy environment inhibits the integration of Industry 4.0 technologies into the 

Nigerian energy sector. Effective policy frameworks are crucial in setting clear directions, creating incentives for 

innovation and investment, and establishing the necessary regulatory controls. Similarly, inadequate infrastructure, 

both in terms of energy and ICT infrastructure, presents a significant barrier. Implementing Industry 4.0 technologies 

requires a robust and reliable ICT infrastructure in many parts of Nigeria [13]. Furthermore, existing energy 

infrastructure may not be compatible with these new technologies, which requires substantial investments in upgrading 

or replacing existing infrastructure. 

The high costs of implementing Industry 4.0 technologies also pose a significant challenge. These costs 

include the acquisition of the technology itself and the associated costs of training personnel, maintaining the 

technology, and upgrading the infrastructure, among others. The lack of technical expertise is another hurdle. Industry 
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4.0 technologies are complex and require a high level of expertise to implement and manage effectively [14]. However, 

Nigeria currently faces a skill gap in this area, with a shortage of trained professionals capable of handling these 

technologies. 

Lastly, cybersecurity concerns cannot be ignored. The increased digitization and connectivity inherent in 

Industry 4.0 technologies raises the potential for cyberattacks, which could disrupt energy services and compromise 

sensitive data. Therefore, robust cybersecurity measures are critical to ensure the secure adoption of these 

technologies. Addressing these challenges to enter an era of Industry 4.0 in the Nigerian energy sector requires a 

holistic approach [15]. A combination of policy reform, infrastructure investment, capacity building, and public-

private partnerships is needed to facilitate the transition. 

Policy reform should aim to create a conducive environment for the adoption of Industry 4.0 technologies. 

This could involve introducing incentives for technology adoption, establishing clear regulatory frameworks for the 

operation of these technologies in the energy sector, and incorporating the goals of Industry 4.0 into national energy 

policies. Investment in infrastructure is also necessary, both in terms of upgrading the existing energy infrastructure 

and developing the ICT infrastructure needed to support Industry 4.0 technologies [16]. These investments could be 

facilitated through public-private partnerships, with the government providing the necessary policy and regulatory 

support, and private entities bringing in investment and technological expertise. 

Capacity building initiatives are required to develop the technical expertise needed to handle Industry 4.0 

technologies. This could involve collaborations with educational institutions to introduce relevant training 

programmes, as well as on-the-job training and reskilling initiatives within energy sector organizations. In summary, 

while the road to Industry 4.0 in the Nigerian energy sector is fraught with challenges, it also holds significant promise 

[17]. If properly harnessed, Industry 4.0 technologies could revolutionize the sector, leading to improved efficiency, 

cost reductions, and improved service delivery, ultimately contributing to Nigeria's economic growth and 

development. 

2.2 Overview of Human-Computer Interaction 

Human-Computer Interaction (HCI) represents a dynamic and multidisciplinary domain dedicated to 

understanding and optimizing the interplay between humans and computers. At its core, HCI investigates the design 

and use of computer technology, with a particular emphasis on the interfaces between people (users) and computers 

[18]. Being an intersection of several other fields of study, HCI is critical to the design of technological systems that 

are not only useful and usable but also offer gratifying and pleasant interaction experiences. 

2.2.1 The Human Factor 

The "human" facet of HCI fundamentally underscores the importance of understanding user needs, 

capabilities, and behaviours in the context of their interaction with computer systems. It delves into human factors 

such as cognition, perception, anthropometry, physiology, and various social aspects that are instrumental in molding 

a human's ability to interact with a computer system. Understanding human cognition, including memory, attention, 

and decision-making processes, is crucial, as these elements shape how humans process information and interact with 

technology [19]. Understanding these cognitive aspects helps to design systems that align with human mental 

capacities, thus improving usability and performance. 

In addition, physical abilities, such as motor skills and sensory perception, also play a crucial role in HCI. 

For instance, a system's design should consider the user's capability to use input devices such as a mouse or keyboard 

and their ability to perceive output such as text or graphics. Moreover, the user's emotional state can significantly 

impact their interaction with a system [20]. Therefore, creating emotionally intelligent systems that can recognize and 

respond to a user's emotional state can enhance the overall user experience. 

Furthermore, cultural contexts and socioeconomic conditions can significantly influence user needs and 

preferences. HCI, thus, must consider these factors to ensure that technology is accessible, inclusive, and equitable 
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across diverse user groups. User-centered design (UCD) represents a pivotal approach in HCI that emphasizes 

involving users throughout the design process [21]. By integrating user input at all stages of design and development, 

UCD ensures that the final product aligns with user expectations and abilities. 

2.2.2 The Computer Factor 

In HCI, the "computer" aspect relates to the technological components of the interaction, which include the 

hardware, software, and interfaces that facilitate the user-computer interaction. This requires a thorough understanding 

of computer technology, its capabilities, and its limitations. Hardware considerations include the physical elements of 

a computer system that a user interacts with, such as the display screen, keyboard, mouse, and touch interface [22]. 

These elements should be designed with usability and accessibility in mind to facilitate efficient and comfortable user 

interaction. 

Software considerations, on the other hand, involve the capabilities of the software to perform tasks, respond 

to user input, and present output in a user-friendly manner. Software should be designed to align with user needs, 

offering a seamless, intuitive, and enjoyable user experience. Interfaces, which serve as the link between the user and 

the computer, are another critical aspect. They should be designed to facilitate easy and efficient interaction [23]. This 

includes not just the graphical user interface (GUI), but also other interaction modes such as voice interfaces, haptic 

interfaces, and augmented/virtual reality interfaces. 

2.2.3 The Interaction Factor 

The interaction in HCI encapsulates the communication and participation between the user (human) and the 

computer system. This involves understanding how users interact with digital system, including their input methods 

(like typing, touching, or speaking) and how they perceive the system output (such as text, graphics, sound, or haptic 

feedback). Interaction design plays an important role in HCI. It focuses on creating engaging and efficient interfaces 

that enable users to understand how to use a system intuitively, predict the system's response, and accomplish their 

tasks efficiently [24]. The interaction should not only be functional but also enjoyable, leading to user satisfaction and 

a positive overall user experience. 

In addition, the interactions must be adaptable and flexible, catering to different user styles and preferences. 

This can be achieved through personalization and adaptivity features that allow the system to learn from user 

interactions and adjust accordingly. The role of HCI is particularly significant in the context of Industry 4.0, the digital 

revolution characterised by advanced technologies such as AI, IoT, cyber-physical systems, and big data [25]. The 

complexity and sophistication of these technologies require an equally sophisticated approach to HCI. 

This involves designing interfaces and interaction models that allow users to utilize these technologies, 

making technology more transparent and understandable to users. It also involves integrating AI into interfaces to 

personalize user experiences, making interaction more natural and intuitive. Moreover, given the extensive data 

collection and processing capabilities of Industry 4.0 technologies, ethical considerations become paramount. HCI 

must consider data privacy, consent, transparency, and fairness to ensure that technology respects user rights and 

societal norms [26]. In conclusion, HCI plays a critical role in shaping the interaction between users and computer 

systems, making it an essential field of study and practice in our increasingly digital world. 

3.0 Methodology 

A systematic literature review will help the research methodology to explore the use of Industry 4.0 

technologies in Nigeria's energy sector and the skills required for effective Human-Computer Interaction (HCI). The 

approach encompassed a comprehensive search strategy, screening and selection, quality assessment, data extraction, 

critical analysis, and synthesis. In the search phase, databases such as Google Scholar, IEEE Xplore, ScienceDirect, 

JSTOR, Energy Information Administration (EIA), and World Energy Council were used to identify pertinent research 

papers, articles, and reports. The search leveraged on keywords like 'Industry 4.0', 'energy generation', 'Nigeria', 
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'Human-Computer Interaction', and 'digital skills'. The intention is to capture an exhaustive understanding of the 

evolution and current state of the topic, unrestricted by time constraints. 

Screening involves carefully examining titles, abstracts, and keywords of the identified materials. Those that 

align closely with the research objectives were selected for a full-text review. Subsequently, a quality assessment of 

each selected study was performed, with the criteria for evaluation encompassing the research methodology, the 

validity and reproducibility of the results, the sample size, and the reputation of the publication source. The next phase 

entails data extraction, focusing on information such as the status of Industry 4.0 implementation in Nigeria's energy 

sector, the role and significance of HCI, and the required skills for effective HCI. A critical analysis was performed 

to identify trends, patterns, and knowledge gaps. The final stage involved synthesizing data and insights into a 

comprehensive report that elucidates the current state of Industry 4.0 adoption in Nigeria's energy sector and the role 

and skills of HCI. The systematic literature review methodology was chosen due to its rigorous design and 

comprehensive coverage. The potential limitations, such as the availability of research on the specific context and 

potential bias in published studies were mitigated through rigorous quality assessment and critical analysis. 

 

4.0 Discussion of Findings 

4.1 Level of Implementation of Industry 4.0 Technology in Energy Generation in Nigeria.  

The transformative potential of Industry 4.0 to revolutionise Nigeria's energy sector is significant. 

Characterised by the integration of digital technologies such as the Internet of Things (IoT), artificial intelligence (AI), 

big data analytics and cloud computing, the fourth industrial revolution stands to enhance energy generation, 

distribution, and consumption. Through the advent of intelligent systems capable of monitoring, analysing and 

controlling energy flows, we can anticipate improvements in cost savings, energy efficiency and greenhouse gas 

emission reduction, thus progressing towards a more sustainable energy future. However, the implementation of these 

technologies in Nigeria's energy sector requires a detailed examination. While Nigeria has made commendable strides 

in adopting digital technologies across various sectors, its energy sector trails behind. Currently, the energy 

infrastructure is heavily reliant on manual controls, making it prone to inefficiencies, losses, and system failures [27]. 

Currently, Nigeria's policy framework catering to Industry 4.0 is still in its infancy, with a dearth of specific policies 

and regulations guiding the integration of these technologies in the energy sector. 

Despite these challenges, there are promising developments in the integration of Industry 4.0 technologies 

within Nigeria's energy sector. Several energy companies and start-ups are beginning to integrate digital technologies 

to enhance their operations and services. For example, the Nigerian Electricity Regulatory Commission (NERC) has 

implemented smart metering initiatives, enhanced revenue collection and improving customer service. Furthermore, 

international development agencies are supporting efforts to integrate Industry 4.0 technologies into Nigeria's energy 

sector, as exemplified by the World Bank's Nigeria Electrification Project. However, the adoption of Industry 4.0 in 

Nigeria's energy sector is not just about keeping up with global trends. At its core, it is about addressing perennial 

sectoral challenges such as unstable power supply, inadequate infrastructure, and high costs [28]. The integration of 

Industry 4.0 technologies can be instrumental in this regard, enabling real-time monitoring and control of energy 

systems, predictive maintenance of infrastructure, and efficient management of energy resources. 

Addressing these risks requires robust cybersecurity measures and regulations to protect energy systems and 

consumer privacy. Ultimately, the integration of Industry 4.0 technologies is not an end in itself, but a means to an 

end - ensuring reliable, affordable, and sustainable energy for all Nigerians. In summary, the incorporation of Industry 

4.0 technologies into Nigeria's energy sector is an intricate undertaking, brimming with potential but fraught with 

challenges. Currently, the level of implementation of these cutting-edge technologies remains low due to several 

critical impediments [29]. These barriers include inadequate infrastructure, an inconsistent policy framework, limited 

investment, a significant skill gap, and challenges related to governance and cybersecurity. 
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Despite these obstacles, Industry 4.0 holds the promise of fundamentally transforming the energy sector and 

significantly contributing to the development and energy goals of Nigeria. However, to fully realise this potential, 

concerted efforts must be made to address these impediments. This involves developing robust policies that promote 

the adoption of Industry 4.0 technologies, making significant investments in the upgrading of infrastructure and 

training the workforce, fostering public-private collaborations and fortifying cybersecurity measures. Moreover, it is 

imperative that future research and initiatives concentrate on understanding how to effectively and ethically leverage 

these technologies within the context of Nigeria's specific needs and circumstances. This involves designing user-

friendly interfaces, ensuring the ethical use of these technologies, and understanding the needs and preferences of the 

users [30]. Through a concerted and strategic approach, the energy sector in Nigeria can fully harness the benefits of 

the Fourth Industrial Revolution, leading to a more sustainable, efficient, and prosperous future. 

 

4.2 Requirements for the Implementation of Industry 4.0 Technology in Energy Generation 

in Nigeria 

The slow Industry 4.0 technologies implementation in Nigeria's energy sector can be traced back to a 

combination of interrelated factors. Primarily, inadequate infrastructure, characterized by unstable power supply and 

unreliable internet connectivity, presents a significant barrier to the adoption of these advanced technologies. 

Additionally, inconsistencies in the policy framework contribute to the sluggish pace of implementation. The absence 

of clear regulations and supportive policies for technological advancements often results in uncertainty, thus deterring 

potential investments in Industry 4.0 technologies. Governance challenges also play a critical role in slow 

implementation. Lack of transparency, inefficient regulatory practices, and corruption all serve to stifle progress and 

innovation in the sector. Finally, insufficient investment, public and private, in the energy sector and specifically in 

the technologies of Industry 4.0, hampers the pace of implementation. Without adequate financial support, the 

development, deployment, and maintenance of these technologies become challenging tasks. Thus, it is clear that the 

slow Industry 4.0 technologies implementation in Nigeria's energy sector is not due to a single isolated issue [31]. 

Rather, it is a complex issue rooted in a variety of infrastructural, policy-related, governance and financial constraints. 

 Furthermore, the transition to Industry 4.0 technologies is a profound change in energy generation and 

management methods, necessitating the introduction of new skills and business models and a shift in organizational 

culture, which can be resisted by both staff and management. The effective implementation of Industry 4.0 

technologies also depends on a supportive policy environment that fosters innovation and addresses associated risks. 

This includes the creation of financial incentives, data privacy safeguards, cybersecurity policies, and fair competition 

norms28.  

An exploration of the realm of Human-Computer Interaction (HCI) within Nigeria's energy generation sector 

illustrates the urgent need for a diverse set of skills [27]. These competencies range from technical proficiency to 

cognitive aptitude and effective interpersonal communication, all of which contribute significantly to the successful 

integration of Industry 4.0 technologies within this sector. 

Digital literacy, one of the core skills, goes beyond a basic understanding of how to operate digital devices 

such as smartphones or computers. This skill embodies an extensive comprehension of digital systems, requiring an 

individual to grasp the complexity of effective and secure interactions with these systems and fully leverage their 

potential [10] . Digital literacy is far-reaching, calling for an intricate understanding of the digital realm. 

In the context of Nigeria's energy sector, digital literacy implies deep knowledge of advanced technologies 

such as Artificial Intelligence (AI), cloud computing, big data analytics, and the Internet of Things (IoT). Energy 

sector workers must understand how to incorporate these technologies into their daily operations, extending from 

energy generation to distribution and consumption32. This comprehensive understanding of digital technologies equips 
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them with the skills to effectively manage digital resources and optimize their use for the benefit of the sector and 

consumers.  

Effective HCI in the energy sector also requires critical thinking abilities, which involve the capacity to 

analyze and interpret results from these advanced technologies. This skill is imperative to understand the implications 

and potential consequences of these technologies [33]. Critical thinking allows for the careful scrutiny and analysis of 

complex concepts and ideas, which are essential in a technical sector like energy production. 

As we dive deeper into the information age, data literacy has gained prominence as a critical skill for HCI 

within Nigeria's energy sector. In an era where big data is increasingly becoming a cornerstone for operational 

efficiency, data literacy, the ability to understand, interpret and effectively use data—provides organizations with a 

competitive advantage in terms of efficiency, cost savings, and decision-making capabilities [34]. Within the energy 

sector, data literacy involves proficiency in statistical analysis, data mining, predictive modelling, and data 

visualisation techniques, all crucial in making sense of IoT devices generated data.  

Another critical skill required for effective HCI in the energy sector is systems thinking, which refers to the 

ability to comprehend complex systems, including the interaction of various components and the overall behaviour of 

the system [35]. This skill is vital to understanding the interactions between different energy sources, technologies, 

and infrastructures, and for strategising ways to optimize these interactions to enhance energy efficiency and 

reliability. 

The interdisciplinary nature of the energy sector requires collaboration across disciplines, emphasising the 

need for effective teamwork skills. This becomes particularly crucial when professionals from different fields join 

forces to problem-solve or innovate, creating comprehensive and effective solutions. This form of collaboration leads 

to more holistic and informed approaches to the challenges and opportunities within the energy sector. Cultural 

awareness is another indispensable skill in the complex tangle of HCI skills in the energy sector [36]. Understanding 

local customs, traditions, beliefs, and social dynamics helps ensure that new technologies and systems are 

implemented in a culturally sensitive and respectful manner, enhancing their acceptance and acceptance among end 

users. 

Information Communication Technology (ICT) skills are integral to the successful implementation of HCI 

within the energy sector. In this context, these skills extend beyond basic computer literacy to include proficiency in 

working with specialized software and hardware related to energy generation and management, database management, 

cloud computing, and cybersecurity. Another cornerstone skill within HCI is problem-solving, often considered one 

of the most critical skills in this field. Within the energy sector, problem-solving involves the ability to identify, 

analyze and solve complex, often interdisciplinary, problems that arise in the design, implementation, and operation 

of energy generation systems. 

Communication skills are fundamental to effective HCI, especially within a complex and interdisciplinary 

field such as energy production. Effective communication involves the ability to listen to, understand, and respond 

appropriately to the needs, concerns, and ideas of others, significantly affecting the success of energy generation 

projects. Additionally, the ability to work effectively in a team is paramount in the interdisciplinary domain of energy 

production. This includes the ability to collaborate, negotiate, manage conflicts, and understand team dynamics, along 

with the roles and responsibilities of team members. 

In an industry that is constantly evolving due to technological advancements and changing market dynamics, 

adaptability is a crucial skill. The ability to adapt to new tools, technologies, procedures, and regulations is essential 

for professionals in the energy sector. 

4.3 Adoption of HCI in 4IR Technology in Energy Generation. 

In the landscape of Fourth Industrial Revolution (4IR) technologies, the domain of Human-Computer 

Interaction (HCI) has emerged as a significant player, especially within the sphere of energy production. HCI, a 
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discipline rooted in the design, evaluation, and implementation of interactive computer systems crafted for human use, 

has immense potential for enhancing communication between human operators and digital elements of the industry 

4.0 infrastructure. The digital elements referred to here encompass advanced technologies such as big data analytics, 

Artificial Intelligence (AI), and the Internet of Things (IoT). These 4IR technologies are complex by nature, and it is 

within this complexity that the role of improving their accessibility, usability, and intuitiveness becomes paramount. 

This not only enhances the experience for users but also equips human operators with the means to manage these 

systems more effectively [37]. For example, the role of HCI is evident in designing interactive dashboards and 

visualization tools that simplify the process of monitoring and controlling energy generation systems, allowing early 

detection of potential issues, and facilitating informed decision-making. 

Zooming into the context of Nigeria, the potential for HCI in facilitating the integration of 4IR technologies 

in energy production is significant. Nigeria's energy sector is plagued by numerous challenges, such as infrastructural 

limitations, operational inefficiencies, and issues of transparency. The introduction of HCI in this landscape can 

enhance the human-digital interface, making these systems more manageable, user-friendly, and ultimately more 

efficient. Despite the apparent advantages, the adoption of HCI in Nigeria's energy sector presents its own challenges. 

Among these, capacity building and skill development emerge as primary obstacles. The new wave of 4IR 

technologies demands a new set of skills, encompassing digital literacy, data analysis, and systems thinking, 

competencies that are not commonly found in Nigeria's energy sector38. Therefore, it becomes imperative to invest 

substantially in training and education at both the individual and organizational levels to bridge this skills gap. 

Another considerable challenge is the need for a user-centric design, a cornerstone for successful HCI 

implementation. Achieving this necessitates an in-depth understanding of the users, their operating context, and 

constraints, which are vital for effective technology design. Unfortunately, the practice of user-centric design remains 

underutilized in Nigeria, primarily due to a lack of research and the required expertise in the field. Although these 

challenges are significant, it is encouraging to note that there are early signs of progress. Increasing recognition of the 

importance of Nigeria's energy sector is leading to the growth of research and development projects. Initiatives that 

promote digital skills and promote user-centric design are also beginning to emerge [39]. These initiatives, while still 

in the early stages, signal a paradigm shift towards a more human-centered approach in technology integration within 

the energy sector. 

The potential to bridge the gap between human operators and digital technologies enables it to address the 

multitude of challenges in the energy sector, setting the stage for the sector to tap into the potential benefits of 4IR. 

However, this process necessitates significant investments in capacity building and user-centric design and a firm 

commitment to placing individuals at the heart of the technology adoption process. The importance of HCI becomes 

even more pronounced considering the diversity of the workforce in Nigeria's energy sector. The workforce ranges 

from highly skilled engineers to low-skilled workers, and from those already familiar with digital technologies to 

those just beginning to adapt to them. HCI has the potential to design interfaces and interactions that are inclusive, 

flexible, and intuitive for all users, regardless of their skill level or familiarity with technology. 

Beyond the domain of energy generation, HCI has a pivotal role to play in driving the social acceptance of 

4IR technologies. Social acceptance is a crucial factor when introducing new technologies that carry the potential to 

significantly alter work practices and social norms. By involving users in the design and implementation process, 

addressing their concerns through user-friendly designs, and clear communication, HCI can help foster social 

acceptance of these new technologies. Furthermore, the benefits of HCI are not confined to the energy sector. They 

have far-reaching implications for energy conservation and sustainability. They also contribute to the digital 

transformation of the Nigerian economy, creating a conducive environment for innovation and growth in various 

sectors. 
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Despite the potential, it must be acknowledged that the adoption of HCI in the context of 4IR technology in 

Nigeria's energy sector is still in its early stages. There are few, if any, successful examples of HCI applications and 

the field remains largely unexplored in Nigerian research and practice. This presents vast research and development 

opportunities, with the aim of understanding HCI's specific challenges and opportunities and devising effective 

strategies for its integration. In summary, the potential of HCI for the integration of 4IR technologies into Nigeria's 

energy sector is immense. By improving the human-digital interface, HCI can address the sector's challenges, enhance 

the efficiency and effectiveness of energy systems, and contribute to broader social and economic objectives. 

However, achieving this potential requires a deep understanding of Nigeria's energy sector, significant investments in 

capacity building, a commitment to user-centric design, and an unwavering focus on a human-centric approach [40]. 

As Nigeria embarks on its journey towards Industry 4.0 in the energy sector, HCI provides a valuable compass, 

promising inclusivity, sustainability, and benefits for all. 

 

4.4 Skills Requirement for HCI in Energy Generation in Nigeria 

The incorporation of human-computer interaction (HCI) into the heart of Industry 4.0 technology within 

Nigeria's energy sector necessitates a vast array of skills that extend beyond traditional technical competencies. These 

skills encapsulate a broad spectrum, including digital literacy, data analysis, systemic thinking, user-centered design, 

cross-disciplinary collaboration, and an in-depth understanding of societal and cultural implications. When we delve 

into the intricacies of digital literacy, we are not talking merely about proficiency in using digital tools and 

technologies. Digital literacy, in the context of Industry 4.0, involves the ability to understand, evaluate, and create 

digital content. It extends to the domain of digital ethics and safety, encapsulating an understanding of data privacy, 

intellectual property, and cybersecurity. The energy sector in Nigeria can greatly benefit from a workforce equipped 

with digital literacy skills [41]. It will enable workers to operate advanced technologies such as the Internet of Things 

(IoT), Artificial Intelligence (AI), and big data analytics, all of which are vital components of Industry 4.0. 

Understanding and making sense of data is an indispensable skill in the age of HCI and Industry 4.0. The 

energy sector is inundated with data generated by ubiquitous IoT devices and sensors, which have enormous potential 

to optimize energy production, distribution, and consumption. However, harnessing this potential requires the ability 

to interpret this data and convert these data into actionable insights. This, in turn, requires a combination of statistical 

and computational skills, critical thinking, effective communication skills and problem-solving abilities to articulate 

complex data in an understandable manner. Another critical competency is systems thinking, the ability to understand 

how different elements within a system interact with each other, and the ripple effects that changes in one part can 

have on the entire system. Within the energy sector, systems thinking can help manage the complex interplay between 

various technologies, processes, and stakeholders. It equips workers with the ability to anticipate potential issues and 

devise strategies to address them. 

The skill of user-centred design plays a fundamental role in HCI within Industry 4.0. This involves 

understanding the needs, preferences, and contexts of users and developing technologies and systems that are intuitive, 

accessible, and satisfactory. In the energy sector, this translates into creating user-friendly technologies that are 

adaptable to the specific needs and conditions of various users. Interdisciplinary collaboration is another important 

skill for HCI within Industry 4.0. It involves the ability to effectively collaborate with individuals from various 

disciplines and backgrounds [42]. In the energy sector, interdisciplinary collaboration can bring together expertise 

from fields as diverse as engineering, computer science, psychology, sociology, and design. This melding of different 

expertise can lead to comprehensive and innovative solutions to tackle the challenges posed by Industry 4.0. 

Finally, a deep understanding of social and cultural factors is crucial for a successful HCI within Industry 

4.0. This involves understanding how technology is ingrained in social and cultural contexts and how it influences 

and is influenced by social norms, values, and practices. In the energy sector, such understanding can pave the way 
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for broader social acceptance of advanced technologies and ensure that they are designed and implemented in a manner 

that respects and responds to the cultural diversity and social needs of different stakeholders. The diverse and complex 

skills required for HCI within Industry 4.0 in the Nigerian energy sector require significant investments in education 

and training. Additionally, a paradigm shift towards a more human-centric approach to technology is required. Despite 

the daunting nature of this task, these skills should not be viewed simply as a means to an end. They are valuable 

assets that can improve the creativity, adaptability, and resilience of the workforce and contribute to Nigeria's overall 

social and economic development. As Nigeria embarks on its journey to Industry 4.0 in the energy sector, the need to 

invest in these skills is not merely a necessity, but an opportunity. An opportunity to lay the foundations for a more 

inclusive, sustainable, and prosperous future [43]. The path to Industry 4.0 is undeniably challenging, but with the 

right skills and a human-centric approach, Nigeria can not only navigate this path, but can do so in a way that ensures 

maximum benefit for all stakeholders involved. 

4.5 The Development of HCI Skills in the Application of 4IR in the Energy Generation 

The advent of the Fourth Industrial Revolution (4IR), characterised by its blending of physical, digital, and 

biological technologies, has brought about a paradigm shift in various industries, including the energy sector. As part 

of this transition, human-computer interaction (HCI) skills have emerged as an essential competency, given the 

increased dependence on technology and digital interfaces [44]. This discourse will focus on how these HCI skills can 

be developed for the effective application of 4IR in energy generation in Nigeria. 

The development of HCI skills in the context of 4IR begins with education, which extends from the primary 

to the tertiary levels. It is widely acknowledged that today's digital era necessitates the integration of digital literacy 

into the core curriculum. This implies not only teaching students how to use technology but enabling them to 

understand how technology functions and how it can be harnessed to solve problems. In particular, students should be 

exposed to aspects of HCI, such as understanding user needs, creating intuitive interfaces, and testing usability [45]. 

In Nigeria, this could be facilitated by reviewing academic curricula, incorporating HCI principles and practices into 

relevant subjects like computer science, engineering, and design. 

In higher education, specifically, universities could consider offering specialised courses and programs in 

HCI and related fields. These courses could go deeper into subjects such as interaction design, user experience design, 

and usability testing. They could also touch on emerging topics such as artificial intelligence, virtual reality, and data 

visualisation, given their relevance to 4IR technologies [40]. The goal should be to equip graduates with both 

theoretical knowledge and practical skills, preparing them for the demands of the evolving energy sector. 

Beyond formal education, training programmes play a pivotal role in the development of HCI skills. Training 

can be particularly effective for professionals already working in the energy sector who need to update their skills in 

light of the integration of 4IR technologies. Employers can organise in-house training sessions, workshops, or 

seminars focused on HCI skills [46]. These programmes could cover topics such as how to design intuitive interfaces 

for energy management systems, how to implement user-centred design approaches in the development of new tools 

and technologies, and how to ensure the accessibility and inclusion of digital solutions. 

In addition, online learning platforms offer a vast range of courses and tutorials covering various aspects of 

HCI. These platforms can be advantageous as they offer flexible learning options, allowing individuals to learn at their 

own pace and convenience. In Nigeria, where physical infrastructure and resources may be limited, leveraging online 

learning platforms could be a viable strategy to facilitate widespread and affordable access to HCI education and 

training. 

Mentorship and apprenticeship programmes are another avenue to develop HCI skills. These programmes 

provide a platform for experienced professionals to pass on their knowledge and expertise to less experienced 

individuals. In the context of HCI, such programmes could involve tasks such as shadowing a user experience 
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designer, participating in usability testing sessions, or assisting in the development of an interactive system [47]. These 

hands-on experiences can offer invaluable insights into the real-world applications of HCI principles and practices. 

Lastly, the role of continuous learning and professional development should be emphasised. The rapidly 

evolving nature of 4IR technologies means that HCI skills will need to be continuously updated and refined. 

Professionals should be encouraged to engage in lifelong learning, regularly participate in continuing education and 

training opportunities, attend industry conferences and seminars, and stay abreast of the latest trends and advances in 

HCI and 4IR technologies [48]. 

The development of HCI skills for applying 4IR in energy generation is a multifaceted process involving 

education, training, mentorship, and continuous learning. In Nigeria, this process requires concerted efforts from 

various stakeholders, including educational institutions, employers, government bodies, and the professionals 

themselves. Through these collective efforts, Nigeria's energy sector can be well-positioned to harness the 

transformative potential of 4IR technologies. 

5.0 Conclusions 

In drawing together, the conclusions from the extensive analysis that encompasses points, the transformation 

of Nigeria's energy sector through the application of HCI and Industry 4.0 technologies is a multifaceted and complex 

process, characterized by both challenges and opportunities. 

The exploration of the current level of Industry 4.0 implementation in Nigeria's energy sector revealed 

significant constraints including infrastructural deficits and policy inconsistencies that hinder full utilization of the 

sector's potential. However, the inherent efficiency and predictive capabilities of Industry 4.0 technologies like 

Artificial Intelligence and the Internet of Things suggest substantial opportunities for revolutionizing Nigeria's energy 

sector. The detailed requirements for Industry 4.0 in the energy sector demonstrated a critical need for strategic 

planning, policy formulation, infrastructure investment, and substantial training of the workforce. These measures 

would be instrumental in accelerating the adoption of Industry 4.0 technologies and facilitating their transformative 

impact on the sector. Examining the role and status of human-computer interaction (HCI) in the application of 4IR 

technologies in energy generation revealed gaps in the effectiveness and ease of use of interfaces between human 

operators and digital technologies. This points to the importance of improving HCI by developing more user-friendly 

interfaces and gaining a deeper understanding of user needs and preferences. The study of the skills required for HCI 

within the energy sector in Nigeria highlighted a significant skill gap. The necessary skills range from digital literacy 

and problem-solving to systems thinking and adaptability. To meet the demands of Industry 4.0, it becomes imperative 

to upskill and reskill the Nigerian energy workforce. Lastly, exploring the development of HCI skills in the application 

of 4IR in energy generation underscored the need for a culture of continuous learning and adaptation. This would 

require active collaboration among stakeholders, including policymakers, industry players and academia, to foster 

workforce training, innovation, and alignment with national goals and strategies. 

However, addressing these critical issues brings its own set of challenges, such as cybersecurity concerns, 

data privacy, and ethical issues. The transition to a more digitally connected system raises the potential for cyber-

attacks and requires robust cybersecurity measures. Similarly, the increased data collection and processing demand 

not just technical but also legal and regulatory measures to ensure the privacy of individual and corporate data. As the 

energy sector in Nigeria navigates this complex journey towards Industry 4.0, it is vital to recognise the immense 

promise it holds. Using the potential of Industry 4.0 technologies, the sector can gain in terms of efficiency, reliability, 

and sustainability in energy generation. This offers opportunities to diversify energy sources and foster resilience in 

the face of global energy challenges. It is through concerted efforts and strategic planning, involving all stakeholders, 

that the energy sector in Nigeria can fully leverage the benefits of the Fourth Industrial Revolution and herald a more 

sustainable, efficient, and prosperous future. 
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Abstract - Soil parameters monitoring is significant in sustainable crop and food 

production. The standard strategy of soil parameters monitoring in developing and un-

derdeveloped nations uses manual labor, resulting in wrong decisions in soil manage-

ment. Inaccurate measurements due to sensor miscalibration or low sensor quality can 

lead to incorrect soil management decisions and negatively impact crop yield and en-

vironmental sustainability. Due to the mentioned challenges, this work aims to develop 

a Sensor-based Data Acquisition System for Soil Parameters that will enable users to 

observe various soil parameters like temperature, humidity, water level and soil pH. 

The system was developed using the combination of hardware and software compo-

nents. The hardware component comprises of sensory and processing parts. The study 

calibrates sensors using known pH, moisture, and temperature values for specific crops 

to grow in Nigeria. The system will aid farmers in determining suitable crops for their 

farmland and increasing crop yield. The system collects data through a network of 

sensors installed in the soil and wirelessly transmits the data to a cloud-based server. 

The collected data is then analyzed and visualized in through a web-based dashboard, 

providing farmers with information about the state of their soil. The performance eval-

uation of the system was carried out using response time and accuracy. The average 

response time of the system was 4 seconds, and the percentage error for temperature 

and humidity readings when compared to weather forecast readings were 8.20% and 

5.08%, respectively. The results show that the proposed system can provide accurate 

and reliable measurements of soil parameters and can be easily deployed and operated 

by small-scale farmers. Using this system can result in improved crop yields, reduced 

wastage, and better overall efficiency in agricultural operations.  
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1 Introduction 

Agriculture and food production rely heavily on the ever-changing environment, impacting food production 

and various humans. The components of nature comprise land and water resources and climatic factors, including 

temperature, precipitation, and relative humidity [1]. Despite significant technical and agricultural yield develop-

ments, the environment still hugely impacts food production since solar radiation, temperature, and precipitation 

are the primary factors affecting crop growth. Soil parameters such as pH, temperature, and water content can 

directly impact crop growth and yield, and by measuring these parameters, farmers can optimize crop production 

by adjusting soil conditions through fertilization and irrigation practices [2]. The "master soil variable" is the soil 

pH, which influences several biological, chemical, and physical aspects and processes that affect plant develop-

ment and biomass production [3]. Soil pH and other parameters such as soil moisture, temperature and humidity 

are the main catalysts in determining the yield of crops. 

Precision Agriculture (PA) involves the gathering and analysis of a significant volume of crop health data [4]. 

The benefit of PA is that it helps better use of farmland with few resources. The practice of PA significantly 

contributes to long-term sustainable farming since it increases crop quality and output while minimizing environ-

mental consequences. Also, PA has recently benefited from the introduction of Internet-of-Things (IoT) technol-

ogies. To improve productivity and food security with modern technology, the IoT, a rapidly expanding emergent 

technology, is being used in agriculture. It is a wide-open, complex network of intelligent objects that can self-

organize, share information, data, and resources, and react to environmental occurrences [5]. IoT uses various 

technologies to monitor physical and other things remotely in the real world. It links sensors and embedded tech-

nology on a network that allows for real-time data collection, transmission, and monitoring, often stored in the 

cloud. 

Data Acquisition System (DASs) acts as a link between analog waveforms and computer-operable digital nu-

merical values. They are frequently utilized in laboratories for testing and measurements in many industries and 

are especially adequate for monitoring voltage signals and currents [6], [7]. In addition to their extensive use in 

laboratories for testing and measurements, DASs have found wide application in various areas of industry. They 

play a crucial role in automation and control processes and also act as intermediaries, converting analog signals 

from sensors and actuators into digital data that can be processed by computers or Programmable Logic Control-

lers (PLCs). DASs enable real-time monitoring, managing, and enhancing industrial processes, which raises 

productivity, decreases downtime, and increases safety.  

Significant progress has been achieved in monitoring soil parameters, and many open areas of research oppor-

tunity remain. Expanding on these works opens areas of opportunity to explore several avenues to enhance the 

monitoring of soil parameters, such as continuous monitoring of soil pH and nutrient levels. Also, these parameters 

can help optimize fertilizer application, soil amendment strategies, and nutrient management practices. The nov-

elty of this work is a sensor-based DAS that can recommend appropriate crops to be grown in an area in Nigeria 

based on threshold data of some specific crops in the country. The contributions of the study are as follows: 

1. Development of a cost-effective sensor-based DAS that keeps track of soil parameters such as tempera-

ture, humidity, pH, and moisture level.  
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2. Calibration of sensors using a standard range of known pH and temperature values for some specific 

crops and. 

3. Recommend appropriate crops that can be grown in Nigeria to increase crop yield.  

The remaining part of this article is organized as follows: section two gives the related work on the subject 

matter, and section three relates the design process of the proposed sensor-based DAS. Section four provides 

results, the discussion is based on the testing of the developed system, and section five presents the study's con-

clusion and proposes future work. 

2 Related Work 

Plants’ optimum development, health, and production are crucial in contemporary agriculture and horticulture. 

As the global population continues to rise and the need for food and other plant-based goods rises, this process 

has assumed growing importance in research. One significant benefit of plant monitoring is preventing significant 

yield losses [8], [9]. Many studies have been carried out to explore the benefits of DASs and IoT systems in 

agriculture. Ref. [10] proposed a remote monitoring system that measured moisture, temperature, and pH and 

interfaced with an Arduino. The sensors connected to the Arduino gather the parameter data and then send it to 

the client's mobile device using an SMS through a GSM network to transfer data. Using less power ensures this 

method can send data over a long distance. Ichwana et al. in ref. [11] designed a DAS in a greenhouse using 

multiple sensors. Using Arduino and Excel add-ins, the system monitors real-time data from several sensors in 

the greenhouse. The significant sensors deployed are DHT22 and BH1750, which provide precise temperature, 

humidity, and light intensity values, respectively. While the system could detect temperature, humidity, and light 

intensity, it could not monitor soil moisture or pH. 

Boobalan., et al. in [12] proposed an IoT-based Agriculture Monitoring System using temperature and humidity 

sensors interfaced with a Raspberry Pi. When obstacles enter the restricted region, a PIR sensor detects and up-

dates the cloud. The user can regulate the functioning of the motor based on this data. While the study could 

monitor temperature and humidity, it did not cater to other soil parameters like pH and light intensity, as in ref. 

[10]. This method improves irrigation conservation but does not address the pH of the soil. Rao., et al. in ref. [13] 

developed a monitoring and automation irrigation system for soil parameters using Raspberry Pi and a cloud-

based service. It uses a temperature and soil moisture sensor, and it controls irrigation. While the system improved 

irrigation conservation, the design did not consider soil pH. 

According to ref. [7] an IoT-based smart agriculture management system that measures temperature and soil 

moisture using DHT-11 and Hygrometer was proposed. The sensors are interfaced with a Raspberry Pi 3 and 

NodeMCU Devkit. The sensed data is sent to a cloud and accessed through a mobile application. It is cost-effective 

and helps in analyzing sensed data. An embedded system for measuring humidity, soil moisture, and temperature 

in a polyhouse using an 89E516RD Microcontroller was developed by Kolapkar et al. in [14]. The system was 

conceived and developed to measure, display, and manage polyhouse-related environmental parameters such as 

humidity, soil moisture, and temperature. The system also provides automated ON-OFF control action for the 

exhaust fan, heater, and fogger. This system did not cater for the pH of the soil and light intensity. 



 
 

JDFEWS 4 (2): 194 - 206, 2023 

ISSN 2709-4529 
 

 

 

Abisoye, et al., 2023  JDFEWS 4(2), 2023, 194 - 206 

 

An IoT-based smart agriculture for monitoring soil parameters and controlling soil moisture was proposed in 

ref. [15]. The system measures soil moisture, humidity, and temperature. Only the soil moisture is controlled. It 

uses an Arduino Microcontroller and Raspberry Pi; the sensed data is transmitted using ZigBee modules. While 

this approach provides a way to monitor and control soil parameters, it also requires multiple stations to work 

effectively, which adds to the system's maintenance cost. Ashifuddin & Rehena in [16] developed an IoT-based 

intelligent agriculture field monitoring system that performs automatic irrigation using actuators interfaced with 

an Arduino UNO, a temperature sensor, and a humidity sensor. The system offers Continuous field monitoring, 

which also sets off the actual events as needed. It somewhat lessens the labour requirements and expenses asso-

ciated with farming.  

Saini & Saini in ref. [17] proposed agriculture monitoring and prediction using IoT. Irrigation is done automat-

ically using the data collected from the sensors, thereby reducing human efforts. It simplifies farming techniques, 

but the design did not consider the soil pH. Also, an IoT-based smart agriculture system was developed using an 

ESP8266 WiFi module and the GSM module together with sensors like the LM35 temperature, humidity, and 

moisture sensors. An Arduino Uno R3 Microcontroller board was interfaced with an Android App that enables 

the construction of a profile for specified irrigation based on the seasons or daily and weekly modes. Motion 

sensors were included in the design to identify animal infiltration [18]. 

Significant advancements have been made in monitoring soil parameters, and a few research works have ca-

tered for soil moisture, temperature, humidity, and pH simultaneously, which are the main catalysts for plant 

growth. Also, little advancement has been made in recommending crops suitable for growing plants in Nigeria. 

The available research works are peculiar to a country like India. For effective monitoring, the sensor-based DAS 

for soil parameters utilizes various sensors to keep track of the soil's temperature, humidity, pH, and moisture 

level while also recommending some specific kind of crop that can be grown in Nigeria to increase crop yield. 

Because of these, this study develops an efficient and precise data collection method to enable users to make better 

decisions. The sensor-based DAS for soil parameters collects data such as soil pH, moisture, temperature, and 

humidity from the farm site. Sensors are calibrated using known pH, moisture, and temperature values for specific 

crops, aiding farmers in determining suitable crops for their land and increasing crop yield. 

3 Materials and Methods 

This research paper proposes a sensor-based DAS for soil parameters to determine a suitable crop for cultivat-

ing in a particular environment. This technology will provide comprehensive data for enhancing crop production 

by enabling farmers to make decisions. Data acquired by sensors are sent to the cloud to ease future analysis. In 

this section, the hardware and software design considerations, together with the crop determination process, are 

presented. 

3.1 Hardware Design Consideration 

Hardware design is one of the significant processes in achieving the aim of this study. The major hardware 

components of the system include temperature, humidity, soil moisture, soil pH sensors, Arduino, and ESP8266 
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- WIFI Module. Table 1 describes the hardware components used and their specifications. When the system is 

initialized, the sensory parts of the proposed model will conduct data collection of two soil parameters, the soil 

moisture and soil pH, and two weather data: the temperature and relative humidity. These collected data are sent 

to the Arduino microcontroller for processing. ESP8266-WiFi Module plays the role of transmitting the sensed 

soil parameter data to the cloud for analysis. The data collected by the proposed model and the data analysis can 

be accessed online through a personal computer or smartphone. Figure 1 presents the conceptual framework of 

the proposed sensor-based DAS. 

Table 1: Hardware Components Specification 

S/N Components Operating Voltage Operating Current 

1 Soil pH sensor 3.3~5V 1.2mA 

2 Soil moisture sensor 5V 15mA 

3 Temperature and humidity sen-

sor 

3.3V or 5V 0,3mA 

4 Arduino 3.3~5V 20-30mA 

5 ESP8266 - WIFI Module. 3.3V 70-250mA 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Conceptual Framework of the Proposed Sensor-based DASs 

3.2 Software Design Consideration 

Another critical step in developing the sensor-based DAS for soil parameters is the software design process. 

Arduino Development Environment is used to write code that enables the sensor-based DAS process. One of the 

advantages of this environment is that it is an open-source platform. Through this environment, the sensors' ini-

tialization, functions to take a reading by the sensors, processing of the data, sending of the data to the cloud and 

displaying the appropriate crop for the farmland are enabled. Also, a cloud-based database makes up another 
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software in this work. The ThingSpeak platform allows the user to visualize and analyze the acquired values from 

the sensors. It also provides the scalability and flexibility of a cloud platform.  

3.3 Crop Determination 

In determining the crop that will grow on the farmland, the data acquired by the sensors are compared with the 

standard pH range, temperature, and soil moisture to help users know if certain crops will grow on a particular 

farmland. Optimal values for some specific crops grown in Nigeria have been outlined in Table 2. When the 

sensed readings match the threshold values in Table 2, the sensor-based DAS displays the crop that will grow. 

 

Table 2: Threshold sensor values for specific crops to grow in Nigeria [19, 20, 21, 22, 23, 24, 25, 26]. 

Moisture (%) Temperature pH Humidity Crop 

65-75 25-30 5.5-6.5 70-80 Yam 

60-70 25 -35 4.5-7.0 60-90 Cassava 

70-80 20-30 5.5-6.5 70-80 Sweet potato 

70-80 18 -22 4.8-5.5 70-80 Potato 

12-14 20-30 5.5-7.0 60-70 Maize 

12-14 20 -35 6.0-7.0 70-80 Rice 

11-13 25 -35 5.5-7.5 60-90 Sorghum 

9-13 20 -35 5.0-7.0 60-80 Millet 

60-80 21 -27 6.0-7.0 50-70 Tomato 

50-75 15 -20 6.0-7.5 50-70 Cabbage 

60-80 25-30 5.5-7.0 50-70 Okra 

 

For instance, if the values acquired from the sensors align with the threshold range values required for cassava 

to grow, which is 60%-70% for moisture, 25°c -35°c for temperature, 4.5-7.0 for soil pH, 60%-90% humidity, it 

displays cassava alongside the acquired soil parameters else, it only shows the obtained soil parameters. The 

values obtained are sent to the cloud storage in real-time. 

The system design and construction were carried out with a step-by-step approach to ensure proper integration 

of the entire system. The hardware was constructed with all sensors and microcontrollers tested to ensure proper 

functioning. Figure 4 depicts the fabrication prototype of the sensor-based DAS. 
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Figure 4: Prototype of the Smart Data Acquisition System 

 

4 Evaluation of Response Time Results 

The response time metric was evaluated, and the time taken to send and receive 18 samples of acquired values 

for temperature, humidity, soil moisture, and soil pH to the cloud was recorded. Table 3 shows the result of the 

test. The average response time of the system was 4 seconds. Response time for 18 samples, as displayed in Table 

3, revealed a slight difference in the results. The values recorded varied from 3 to 9, potentially due to the poor 

GSM network service. The recorded average reaction time was 4 seconds. It took roughly 4 seconds to send the 

acquired sensor values to the database when the system was initialized. This value is average satisfaction. Mi-

crosoft Excel is used to show a graphical illustration of the system's response. Figure 5 represents the data visual-

ization of the system’s response time. The graph is zigzag due to the effectiveness of the GSM network service. 

The shooting of the graph to 9 seconds at the fifth instance might be due to the sensors' response in the proposed 

system. 
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Table 3: Response Time for the System 

Trial(s) Soil 

Moisture 

(%) 

Soil 

pH 

Temp (°c) Humidity 

(%) 

Time Re-

ceived (TR) 

Time Sent 

(Ts) 

Response 

Time 

(TR-Ts) 

(sec) 

1 28 8 33.2 56.4 10:42:12 10:42:09 3 

2 30 8 33.3 56.0 10:43:30 10:43:27 3 

3 30 8 33.4 56.1 10:44:12 10:44:07 5 

4 32 7 32.4 48.9 18:21:06 18:21:04 2 

5 32 7 33.3 51.0 18:22:23 18:22:14 9 

6 32 7 33.4 50.6 18:23:59 18:23:57 2 

7 32 7 33.4 50.3 18:24:24 18:24:18 6 

8 31 7 33.4 50.1 18:26:32 18:26:28 4 

9 32 7 33.4 50.1 18:27:58 18:27:55 3 

10 31 7 33.4 49.8 18:28:05 18:28:00 5 

11 31 7 33.5 49.6 18:29:07 18:29:04 3 

12 31 7 33.6 49.6 18:30:03 18:30:00 3 

13 32 7 33.6 49.7 18:31:10 18:31:06 4 

14 32 7 33.6 49.7 18:32:11 18:32:05 6 

15 32 7 33.6 49.6 18:33:05 18:33:01 4 

16 32 7 33.6 49.6 18:34:27 18:34:24 3 

17 31 7 33.7 49.6 18:35:30 18:35:26 4 

18 32 7 33.7 49.5 18:36:26 18:36:23 3 

Average RT 4 

 

 
 

Figure 5: Graph for the Response time of the System 
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4.1 Accuracy Evaluation 

Three days’ worth of tests were carried out regularly: morning, afternoon, and night. The temperature and 

humidity levels from the system were recorded and compared with the weather forecast figures for the temperature 

and humidity of that particular time. Table 4 shows the results obtained. 

As shown in Table 4, sensor readings revealed a significant difference in the result. An average error of 2.52 

and an average percentage error of 8.20% was discovered. This is potentially due to time lags from the weather 

forecast models. Weather conditions can change rapidly, and the sensor may not be able to capture up-to-date 

information at a specific moment. Figure 6 compares the temperature sensor readings of the proposed system and 

the weather forecast readings. The two lines in the graph are similar, which show the accuracy of the proposed 

sensor-based DAS. Also, the graph reveals some significant differences between the weather forecast data and the 

proposed sensor-based DAS data, which might result from the position placement of the temperature sensor. 
Table 4: Comparison of proposed systems temperature readings with temperature weather forecast readings. 

Day Period Temp 

(°c) 

Temp weather 

forecast (°C) 

|Error| |%Error| 

First 10:00am 24.0 30.0 6.00 20.00  
3:00pm 31.0 36.0 5.00 13.89  
9:00pm 31.8 31.6 0.16 0.51 

Second 10:00am 27.3 29.0 1.70 5.86  
3:00pm 32.8 35.0 2.20 6.29  
9:00pm 29.4 29.5 0.10 0.34 

Third 10:00am 28.2 24.0 4.20 17.50  
3:00 pm 33.2 36.0 2.80 7.78  
9:00 pm 30.5 31.0 0.50 1.61 

    

 

Figure 6: Graph for Comparison of systems temperature values with weather forecast readings. 
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As shown in Table 5, an average error of 3.92 and an average percentage error of 5.08% were estimated from 

the proposed system reading for humidity and weather forecast data. Figure 7 plots the percentage humidity read-

ing of the proposed system and the weather forecast reading. The difference in the plot is due to time lags from 

the weather forecast models. Weather conditions can change rapidly, and the sensor may not be able to capture 

up-to-date information at a specific moment. Another reason might be the position placement of the sensor. 

 

Table 5: Comparison of systems humidity sensor with weather forecast readings for humidity. 

 

Day Period Humidity 

(%) 

Humidity 

(weather forecast 

%) 

|Error| |% Error| 

First 10:00 am 80 83.8 3.79 4.52 
 

3:00 pm 60 63.3 3.32 5.24 
 

9:00 pm 65 71.0 6.00 8.45 

Second 10:00 am 73 79.9 6.85 8.58 
 

3:00 pm 66 67.9 1.90 2.80 
 

9:00 pm 74 74.4 0.44 0.59 

Third 10:00 am 74 74.4 0.40 0.54 
 

3:00 pm 67 68.5 1.54 2.25 
 

9:00 pm 75 86.0 11.00 12.79 

 

 

 
Figure 7: Graph for Comparison of systems humidity readings with weather forecast readings. 
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5 Conclusion  

Human supervision and control of farming operations have proven inefficient as humans are prone to many 

errors, fatigue, and forgetfulness. Also, agriculture production is greatly hampered by ongoing climate change; 

hence, there is a need for a sensor-based data acquisition system for soil parameters. Some crops cannot grow or 

bear fruit in places where the climate is not conducive to their development. Moreover, some existing DASs for 

soil parameters give inaccurate measurements due to the sensors' lack of proper calibration, resulting in significant 

errors in the measured values. The effect of calibration on the accuracy of soil pH measurements is essential for 

accurate pH measurements. All these challenges make it difficult to assess soil conditions accurately and can lead 

to problems such as crop failures, poor resource management, and decreased crop yields. To address these diffi-

culties, this study developed an efficient and precise means of data collection to enable users to make better deci-

sions. The developed sensor-based DAS for soil parameters was used to collect soil pH, moisture, temperature, 

and humidity from a farm site. Sensors are calibrated using known pH, moisture, and temperature values for 

specific crops, aiding farmers in making well-informed choices on the best crops to grow and the best times to 

plant. The performance evaluation of the developed system was carried out using response time and accuracy. 

The results revealed that the system response time was 4 seconds, and the percentage error for temperature and 

humidity readings compared to weather forecast readings was 8.20% and 5.08%, respectively. The results show 

that the proposed system can provide accurate and reliable measurements of soil parameters and can be easily 

deployed and operated by small-scale farmers. The system can help bridge the technology gap in precision agri-

culture and promote the adoption of sustainable farming practices. The future direction of this study is to integrate 

real-time actions such as irrigation systems in the proposed system. Moreover, incorporating renewable energy, 

such as solar systems, for adequate power supply for the proposed system is another future direction. 
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