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Abstract—Managing citrus diseases is important for lowering crop losses and raising the 

economic value of citrus output. To provide a novel approach for the identification and classi-

fication of three significant citrus diseases—Citrus Canker, Citrus Greening, and Citrus Black 

Spot—this study uses a Deep Convolutional Neural Network (DCNN) optimized using the Spi-

der Wasp Optimizer (SWO). Traditional disease diagnosis methods heavily rely on expert vis-

ual inspection, which is often subjective and time-consuming. To overcome these drawbacks, 

the proposed SWO-DCNN model automates hyperparameter tuning, improving classification 

accuracy and reducing computation time. Citrus image datasets containing both healthy and 

infected samples were pre-processed using grayscale conversion, normalization, and augmen-

tation, and then trained using a 10-fold cross-validation technique. Performance evaluations 

based on sensitivity, specificity, false positive rate, accuracy, and identification time show that 

the SWO-DCNN outperforms the conventional DCNN in every disease category. With accura-

cies of 96.22%, 96.51%, 95.70%, and 97.04% for the classification of Black Spot, Greening, 

Canker, and overall healthy/non-healthy, respectively, the SWO-DCNN significantly reduced 

false positive rates and recognition times. This paper contributes to knowledge by presenting 

the Spider Wasp Optimizer, a hyperparameter tuning technique for deep learning models used 

to identify agricultural diseases. The SWO-DCNN framework offers a dependable and scalable 

approach for automated citrus disease classification by enhancing model performance and com-

putational efficiency. This innovation supports precision farming initiatives and provides a re-

liable alternative to traditional diagnostic methods, which may improve export quality control 

and reduce citrus farming's financial losses. 

Keywords— Citrus Disease Detection, Deep Convolutional Neural Network (DCNN), Spider Wasp 

Optimizer (SWO), Hyperparameter Optimization  

 

1 Introduction 

Reducing crop losses and increasing agricultural productivity depend on efficiently managing pests and diseases. 

Infections and physical defects on fruit peels drastically reduce market value in citrus cultivation, resulting in trade 

restrictions in extreme situations. 

Citrus canker, citrus greening, and citrus black spot (CBS) are the most destructive of these diseases because of 

their aggressive infection rates and long-term economic impact. These diseases significantly reduce fruit quality and 

yield, often rendering produce unmarketable for export [1-2]. For example, citrus greening (Huanglongbing) has 

been linked to widespread losses in Asia, Africa, and the Americas, leading to severe economic consequences for 
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citrus producers [3]. Even minor infections or physical defects on fruit peels drastically reduce market value and may 

result in trade restrictions imposed by importing countries [4]. 

Historically, disease diagnosis in citrus production has relied on manual visual inspection and microscopic analy-

sis, methods which, while useful, are often subjective, time-consuming, and dependent on expert availability [5]. 

These conventional approaches may not scale efficiently in large orchards or regions experiencing labor shortages, 

leading to inconsistent sorting and undetected spread of infections. 

Automated image-based categorization methods are now the main emphasis due to computer vision and machine 

learning (ML) developments. Deep learning models, particularly Convolutional Neural Networks (CNNs), have been 

successfully used to detect citrus disease from images of fruit and leaves [6]. These systems overcome the drawbacks 

of human sorting, like inconsistent standards and low productivity [7]. 

The biggest challenge that remains despite CNNs' advancements in plant disease identification is their inability to 

recognize numerous diseases or multiple instances of the same disease in a single image. This multi-class classifica-

tion problem is significantly influenced by the hyperparameter choices made during neural network training [8-9]. 

Hyperparameters such as learning rates, batch sizes, and weight initializations must be carefully considered to pro-

duce high-performing models. Many metaheuristic algorithms have been studied to automate and optimize this pro-

cess, including Genetic Algorithms [10], Parameter Setting-Free Harmony Search (PSF-HS) [11], Particle Swarm 

Optimization (PSO) [9], and Multi-level Particle Swarm Optimization (MPSO) [12]. Despite improving model per-

formance, these techniques are often computationally demanding and challenging to implement. 

Convolutional neural networks (CNNs), a recent advancement in deep learning, have significantly improved the 

capacity to recognize and categorize plant diseases.  Ref [13] conducted a comprehensive analysis of 121 papers that 

used CNNs and found significant trends and gaps in literature. [14] demonstrated the potential of edge computing in 

agriculture using real-time cloud-based systems that used AWS DeepLens, which produced realistic deployments 

with an accuracy of 98.78%. As an extension of these developments, [15] proposed PlantXViT, a hybrid Vision 

Transformer–CNN model that surpassed 93.00% accuracy across multiple datasets. [16] employed unsupervised 

deep learning with multispectral imaging for powdery mildew identification, and emphasized the significance of 

spectral data. 

Studies have also been conducted on specific crops. Though [17] investigated deep learning techniques for apple 

leaf disease classification, [18] looked at performance trade-offs across multiple deep learning models. Ref [19] 

introduced a 14-layer Deep CNN trained on a large dataset of 147,500 images containing a no-leaf class and 58 

disease categories. The model's accuracy was 99.97% using techniques like neural style transfer, Generative Adver-

sarial Network (GAN), and picture augmentation. 

Citrus crops have received a lot of attention. A customized Self-Structured CNN outperformed MobileNet in terms 

of accuracy and efficiency (99.00%), according to [20]. [21] developed a dense CNN that can recognize 27 disease 

categories in six crops with a cross-validation accuracy of 99.58%. Ref [6] trained a CNN with 94.55% accuracy 

using the Citrus and PlantVillage datasets. Furthermore, a Convolutional Neural Network Long Short-Term Memory 

(CNN–LSTM) hybrid model outperformed K-Nearest Neighbor (KNN), Support Vector Machine (SVM), and 

standalone CNNs in citrus illness classification, achieving 96.00% accuracy. Advanced sensor technology improved 

the detection even more. [22] used hyperspectral cameras and stacked autoencoders installed on Unmanned Aerial 

Vehicles (UAVs) to detect Huanglongbing (HLB) with 99.72% accuracy. Additionally, [23] used hyperspectral im-

aging and Partial Least Squares Discriminant Analysis (PLS-DA) to identify HLB with 96.40% accuracy. 

[24] took citrus photos at three different stages of pest infestation and then used different optimizers to analyze 

four CNN models. Visual Geometry Group-16 (VGG-16) with stochastic gradient descent (SGD) performed best in 

the early stages of infestation, while AlexNet with SGD performed exceptionally well in the later stages, achieving 

an accuracy of up to 99.34%. The study confirmed the effectiveness of CNNs in controlling pests.  

Multimodal strategies have also shown promise. [25] developed a soft attention-based fusion model that classified 

nutrient deficiencies and HLB with 97.89% accuracy by combining Red, Green, Blue (RGB), and hyperspectral data. 

Deep CNN frameworks with different picture sizes and severity-level classification using VGGNet were able to 

distinguish between healthy and sick citrus fruits with up to 99.00% accuracy, according to [26-27]. [28] achieved 

99.84% accuracy in classifying eight peel states in Ruby Red grapefruit using hyperspectral imaging and VGG-16. 

To increase accuracy, [29] divided diseased areas before classifying them. Similarly, CNN-based citrus disease di-

agnosis was shown to outperform conventional techniques like KNN and SVM by [30]. Additional developments 

include a two-stage CNN developed by [31] with a 94.37% accuracy rate in detecting black spots, canker, and HLB. 

[32] used segmented citrus leaf photos and obtained 96.00% accuracy.  

Despite these successes, hyperparameter tuning remains a challenge. Therefore, this study integrated the Spider 

Wasp Optimizer (SWO) with a Deep CNN to enhance the detection of three key citrus diseases: canker, greening, 

and black spot.  
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Recent advancements in metaheuristic optimization have led to the development of algorithms to improve con-

vergence speed, robustness, and search-space diversity in high-dimensional problems. The Spider Wasp Optimizer 

(SWO) has garnered significant attention due to its biologically inspired design and effective balance between ex-

ploration and exploitation [33]. 

SWO is inspired by the hunting and reproductive behaviour of solitary spider wasps (Pompilidae family), which 

paralyse spiders, lay eggs on them, and use them as hosts for larval development. This natural predator-prey interac-

tion has been translated into a mathematical framework for solving optimization problems. The algorithm functions 

in two main phases: 

1. Exploration (Paralysing Behaviour): 

Spider wasps randomly explore the search space to discover high-potential regions, maintaining diversity 

and preventing premature convergence to local optima. 

2. Exploitation (Egg-Laying Behaviour): 

Once a promising region is identified, the optimizer intensifies its search around that area, refining solu-

tions for improved precision and faster convergence. 

This dual-phase mechanism enables a dynamic transition between global search and local refinement, addressing 

a key challenge in metaheuristic optimization [33]. SWO incorporates Bayesian-inspired probabilistic learning, al-

lowing it to refine its belief about the best regions in the search space based on previous evaluations. This approach 

reduces the number of evaluations needed to reach optimal solutions, making it suitable for complex, high-dimen-

sional tasks such as hyperparameter tuning in deep learning models [34-35]. Compared to classical metaheuristics 

like Harmony Search, Genetic Algorithms (GA), and Particle Swarm Optimization (PSO), SWO demonstrates sev-

eral unique advantages: 

• Balanced Dual Behaviour: Its biologically inspired two-phase mechanism ensures a more effective balance 

between exploration and exploitation [36]. 

• Probabilistic Decision Making: It adapts its strategy based on population feedback using Bayesian princi-

ples. 

• High-dimensional Optimization Efficiency: SWO excels in tuning complex parameters such as learning 

rates, number of layers, batch sizes, and neuron counts in deep networks [37]. 

Several enhanced variants of SWO have emerged, expanding its applicability: 

• Multiple-strategy SWO (MS-SWO): Integrated Lévy flights and adaptive mechanisms to improve perfor-

mance on engineering design problems [38]. 

• Boosted SWO (BSWO): Improved feature selection in high-dimensional datasets [35]. 

• Binary SWO: Achieved robust classification accuracy for intrusion detection in Industrial IoT applications 

[39]. 

These adaptations confirm the algorithm’s relevance for neural network training and other tasks involving nonlin-

ear, high-dimensional search spaces. Despite its promising capabilities, SWO remains underexplored in the field of 

agricultural image analysis. This study represents one of the first efforts to apply SWO for plant disease classification 

using deep learning. Specifically, the SWO-DCNN model was used to optimize critical hyperparameters of a Deep 

Convolutional Neural Network (DCNN) for citrus disease detection. The optimizer dynamically adjusted parameters 

such as learning rate, number of convolutional layers, number of neurons, and weight initialization schemes. To 

achieve these goals, the study aims to: 

(i) develop an enhanced Deep Convolutional Neural Network (DCNN) using the Spider Wasp Optimizer 

(SWO) for optimal hyperparameter tuning. 

(ii) design a robust citrus fruit disease detection and classification system based on the proposed SWO-DCNN 

model. 

(iii) implement the system using MATLAB R2020a. 

(iv) analyse the system's accuracy, sensitivity, specificity, false positive rate, and average recognition time. 

Organization of the Paper 

The remainder of this paper is structured as follows: 

Section 2 presents the methodology adopted, including image acquisition, preprocessing, model formulation, and 

the integration of the Spider Wasp Optimizer with the DCNN. 

Section 3 discusses the implementation of the proposed technique and presents the evaluation metrics and exper-

imental results. 

Section 4 provides a detailed discussion of the findings, comparisons with existing techniques, and implications 

of the results. 

Section 5 concludes the paper and offers suggestions for future research directions.  
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2 Methodology 

The methodology adopted in this study comprises four main stages and are outlined as follows: Data acquisition, 

data pre-processing, model formulation, and performance evaluation. Pre-processing entails removing noise and 

other undesirable components from the citrus photos by filtering, cropping, normalizing, and converting them to 

greyscale. Deep Convolution Neural Network was utilized to identify and categorize infected citrus images from 

non-infected citrus images, and Spider Wasp Optimizer was utilized to choose valuable features from the extracted 

features. Performance metrics like sensitivity, specificity, false positive rate, and overall accuracy were used to assess 

the outcome. 

2.1      Acquisition of Citrus Images   

The citrus fruit disease dataset used in this study was obtained from the publicly available Kaggle repository titled 

“Orange Diseases Dataset” by Jonathan Silva. This dataset comprises high-quality images captured under real-world 

agricultural conditions, including four clearly labeled categories: Citrus Black Spot, Citrus Greening, Citrus Canker, 

and Healthy samples. Its structured organization, visual clarity, and accurate annotations reinforce the dataset's cred-

ibility, making it suitable for supervised machine learning applications. 

A total of 2,500 images were curated for this study, comprising 1,000 healthy samples and 1,500 diseased samples 

distributed equally across the three disease categories. To enhance intra-class variability and reduce overfitting, data 

augmentation techniques such as horizontal flipping, ±15° rotation, and contrast adjustment were applied. All images 

were resized to 600×600 pixels without altering their content. After augmentation and cleaning, the dataset comprised 

2,500 images: 500 for each disease class and 1,000 healthy samples, as shown in Table 1. 

A 10-fold stratified cross-validation approach was used to ensure balanced training and testing, effectively addressing 

the mild class disparity and supporting generalizable model performance. The validity of the dataset is supported by 

recent scholarly work. For instance, [40] developed a CNN-based citrus fruit disease diagnosis system and validated 

its effectiveness using the same dataset, achieving high classification performance. Similarly, [41] employed CNN-

extracted features in conjunction with traditional machine learning classifiers to distinguish between lemon and or-

ange diseases using this dataset, demonstrating its suitability for diverse classification approaches. These studies 

confirm the dataset’s reliability, structured labeling, and compatibility with modern deep learning pipelines.  

 

Table 1: Class-wise Distribution of Citrus Image Dataset After Augmentation 

Class Number of Images 

Citrus Black Spot 500 

Citrus Greening 500 

Citrus Canker 500 

Healthy (No Disease) 1000 

Total 2500 

 

2.2      Pre-processing of Citrus Images 

To perform pre-processing, the coloured image was converted to grayscale, and the citrus vectors were normalized 

by taking the average and deducting it from each vector. This was done to purge the citrus images of noise and other 

undesirable components. The images were transformed into black-and-white, or grayscale, images with pixel values 

ranging from 0 to 255. In MATLAB, each grayscale image was expressed and saved as a matrix, which was then 

transformed into a vector image for use in subsequent procedures. To facilitate the normalization process, a citrus 

vector conversion was made.  

A histogram equalization system was applied during the normalization process to improve contrast and increase 

the intensity range of the converted grayscale images. This improved the grayscale images' brightness so that the 

structure of each citrus fruit could be seen more clearly. Any shared characteristics among the citrus images were 

eliminated during the normalization process, leaving each one with its distinct traits. The common features were 

discovered by averaging the citrus vectors across the whole training set (citrus images). The average citrus vector 

was then subtracted from each citrus vector to create a normalized citrus vector. 
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2.3 Formulation of Spider Wasp Optimizer based Deep Convolutional Neural Network 

(DCNN) 

The Spider Wasp Optimizer (SWO) employs a probabilistic model to represent the behaviour of candidate solu-

tions in the search space. This model estimates the likelihood that a given set of hyperparameters will yield high-

performing results. The probabilistic approach enables the optimizer to adjust its search strategy dynamically by 

balancing exploration and exploitation during each iteration [33]. 

In particular, SWO leverages concepts from Bayesian optimization, a technique that uses probabilistic surrogate 

models (e.g., Gaussian processes) to guide the selection of the next promising solution based on past observations 

[35, 42]. Unlike grid search or random search, Bayesian optimization intelligently samples the hyperparameter space 

to reduce the number of evaluations needed to find an optimum. This makes it well-suited for tuning deep learning 

models where training is computationally expensive. 

In the SWO framework, the optimizer updates its belief about the best regions of the search space after evaluating 

each candidate. This adaptive learning mechanism helps accelerate convergence and ensures efficient exploration of 

complex, high-dimensional hyperparameter spaces. The following is the basic procedure for using Spider Wasp op-

timizer to optimize DCNN:  

1. The search space for hyperparameters was defined. The search space contained all the hyperparameters that 

could be changed for a specific DCNN model. For example, learning rate and weight parameters. 

2. The optimizer was constructed using a starting set of hyperparameters chosen at random from the search 

space. 

3. The DCNN model was trained using the chosen hyperparameters, and the performance metric (such as 

accuracy or loss) was computed.  

4. The optimizer adjusted its probabilistic model in response to the DCNN model's performance.  

5. This update chose which set of hyperparameters to evaluate next based on the optimizer's existing probabil-

istic model.  

6. Steps three and four are repeated until the optimizer converges on the ideal set of hyperparameters.  

One of the main advantages of the Spider Wasp optimizer is its ability to adjust multiple hyperparameters simul-

taneously. This is important because the interactions between different hyperparameters often affect the performance 

of DCNN models.  

2.4 CNN Parameter Selection using Spider Wasp Optimizer 

Achieving optimal performance in deep learning applications requires the careful tuning of hyperparameters such 

as the number of layers, number of neurons per layer, learning rate, activation functions, and weight initialization 

schemes. These hyperparameters significantly influence deep convolutional neural networks' learning dynamics and 

generalization ability (DCNNs) [43-44]. 

Manual tuning or exhaustive methods like grid search can be inefficient and computationally expensive, particu-

larly for high-dimensional and non-linear search spaces. Consequently, population-based metaheuristic optimization 

techniques—such as the Spider Wasp Optimizer (SWO)—have emerged as effective tools for automatic hyperpa-

rameter optimization due to their gradient-free nature and balance between exploration and exploitation [33, 38]. 

The following steps outline how the Spider Wasp optimizer was used to choose CNN’s parameters:  

(i) Define the search space: The first step involved defining the hyperparameter search space. This required 

setting ranges for each hyperparameter that could be adjusted, such as the learning rate and weight 

parameters [44]. 

(ii) Configure the optimizer: A starting set of hyperparameters had to be entered into the Spider Wasp 

optimizer. From the designated search area, these were selected at random [33]. 

(iii) Train the CNN model: The original set of hyperparameters was used to train the CNN model on the 

training dataset. This required adjusting the weights per the optimizer's method and moving data for-

ward and backward across the network. 

(iv) Determine the performance metric: After the model was trained, its performance was evaluated using 

a validation dataset. A performance metric, such as accuracy or mean squared error (MSE), was com-

puted to achieve this [45]. 

(v) Update the optimizer: The Spider Wasp optimizer adjusted its probabilistic model of the hyperparam-

eters' behavior by choosing the subsequent set of hyperparameters to assess using the present probabil-

istic model. 
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(vi) Steps iii–v were repeated until the optimizer reached a consensus on the ideal set of hyperparameters 

[34-35]. 

(vii) Test the finished model: After the optimal hyperparameters were identified, the final CNN model was 

trained using the selected hyperparameters on the entire training dataset. Finally, an alternative test 

dataset assessed the model's performance [46-47].  

2.5 Feature Extraction and Classification using SWO-DCNN 

SWO's chosen hyperparameters were used to train the DCNN model. This involved moving data through the 

network both forward and backward and modifying the weights according to the optimizer's algorithm. Performance 

metrics, such as accuracy or mean squared error (MSE), were used to assess the model's performance on a validation 

dataset. Using the full training dataset and the ideal hyperparameters identified by the SWO, the final DCNN model 

was trained. Lastly, a different test data set was used to evaluate the model's performance. It should be noted that the 

optimizer guides the search process during training by using a probabilistic model of the hyperparameters' behavior. 

Compared to other optimization methods that use a grid search or random search approach, the optimizer can explore 

the search space more effectively. The block diagram that depicts the developed system's process flow is shown in 

Figure 1, while the flowchart illustrating the trained and tested citrus using SWO-DCNN is depicted in Figure 2. 
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Algorithm 1: Spider Wasp Optimized based CNN 

Input: 

CNN parameters, such as weights, layers, and filters, 

N: the size of the initial population, 

𝑁𝑚𝑖𝑛: The minimum size of the population, 

CR: The rate of crossover, 

TR: The threshold for hunting and maturing behaviour 

𝑡𝑚𝑎𝑥: Maximum number of generations 

Output: 

Optimized CNN parameters 𝑆𝑊⃗⃗⃗⃗ ⃗⃗ ∗ 

Step 1: Initialization 

For 𝑖 = 1,2, … ,𝑁, initialize N female wasp individuals 𝑆𝑊𝑖
⃗⃗⃗⃗⃗⃗  ⃗ for using  

𝑆𝑊𝑖
⃗⃗⃗⃗⃗⃗  ⃗(𝑡) =  𝐿⃗  + 𝜌  ×  (𝐻⃗⃗ − 𝐿⃗ ) 

Where: 

t is the generation index 

𝐿⃗ , 𝐻⃗⃗ : 𝐿𝑜𝑤𝑒𝑟 𝑎𝑛𝑑 𝑢𝑝𝑝𝑒𝑟 𝑏𝑜𝑢𝑛𝑑𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑠𝑝𝑎𝑐𝑒 

𝜌 : 𝐴 𝐷 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 𝑟𝑎𝑛𝑑𝑜𝑚 𝑣𝑒𝑐𝑡𝑜𝑟 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑢𝑠𝑖𝑛𝑔 𝑅𝑜𝑢𝑙𝑒𝑡𝑡𝑒 𝑊ℎ𝑒𝑒𝑙 𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 

Step 2: Fitness Evaluation 

Evaluate the fitness of each, 𝑆𝑊𝑖
⃗⃗⃗⃗⃗⃗  ⃗ and identify the best individual 𝑆𝑊⃗⃗⃗⃗ ⃗⃗ ∗ 

Step 3: 

Set 𝑡 = 1 (initialize general counter) 

Step 4: while 𝑡 <  𝑡𝑚𝑎𝑥, 𝑑𝑜: 
Step 5: 

Generate 𝜌6 using roulette-based probabilistic control 

Step 6 

If 𝜌6 < 𝑇𝑅: Hunting and Nesting Behaviour 

For 𝑖 = 1 𝑡𝑜 𝑁, 𝑑𝑜 

- Apply hunting/nesting update strategies to 𝑆𝑊𝑖
⃗⃗⃗⃗⃗⃗  ⃗ 

- Compute fitness f(𝑆𝑊𝑖
⃗⃗⃗⃗⃗⃗  ⃗) 

- Increment generation count: 𝑡 = 𝑡 + 1 

End For 

Step 7 

Else: Mating Behaviour 

For 𝑖 = 1 𝑡𝑜 𝑁, 𝑑𝑜 

- Select male partner 𝑆𝑊𝑚
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ 

- Apply uniform crossover: 

𝑆𝑊𝑖
⃗⃗⃗⃗⃗⃗  ⃗ (𝑡 + 1) = 𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟(𝑆𝑊𝑖

⃗⃗⃗⃗⃗⃗  ⃗(𝑡), 𝑆𝑊𝑚
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑡), 𝐶𝑅) 

- Increment generation count: 𝑡 = 𝑡 + 1 

    End For 

End if 

Step 8: Memory Saving and Population Update 

Update Population Size 

N = 𝑁𝑚𝑖𝑛+(N-𝑁𝑚𝑖𝑛) × 𝐾 

Where k is a decay factor to reduce population gradually and avoid local optima 

End While 

Step 9: Return best solution 𝑆𝑊⃗⃗⃗⃗ ⃗⃗ ∗ as the optimal CNN parameters. 
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Fig. 1: The block diagram representing the process flow of the developed system 

 

3 Implementation of Developed Technique for Citrus Fruit Disease 

An online database of citrus fruit disease data was used to create an interactive Graphic User Interface (GUI) 

application. MATLAB (2020a) toolboxes for image processing, deep learning, and optimization were used in GUI’s 

design. The implementation was done on a computer system with a particular configuration using the MATLAB 

software package. 

3.1 Evaluation Metrics 

The accuracy of the developed system is the ability to detect a citrus fruit with a disease or exclude a citrus fruit 

without a disease, and it is usually described in terms of sensitivity, specificity, and false positive rate (FPR).  

Accuracy: is the proportion of citrus fruits with or without abnormalities (e.g., Citrus Canker, Citrus Greening, or 

Citrus Black Spot) that the system was able to correctly identify, and is given by equation 1: 

Accuracy =  
TP + TN

TP + FN + TN + FP
 x 100%                                  (1) 

Sensitivity is the proportion of citrus fruit with abnormalities that the system can correctly identify. Sensitivity is 

defined in equation 2  

                Sensitivity =  
TP

TP+FN
  x 100 %                                                          (2) 

Specificity shows the system’s capacity for identifying non-diseased citrus fruits. Specificity is defined in equation 

3 

            Specificity =  
TN

FP + TN
 x 100%                                                                              (3) 

The False Positive Rate (FPR) is the proportion of healthy citrus fruits wrongly classified as diseased to the pro-

portion of all healthy samples citrus fruits. 

FPR =  
FP

FP + TN
 x 100%                                                                                           (4) 

3.1.1 Performance of the system using the BS dataset 

Table 2 displays the results of the DCNN and SWO-DCNN methods using Black spot datasets. The table 

shows that the DCNN method had a false positive rate of 8.74%, an accuracy of 93.90% at 69.02 seconds, a sensitivity 

of 95.02%, and a specificity of 91.26%. At 46.19 seconds, the SWO-DCNN approach also had an accuracy of 

96.22%, a sensitivity of 96.68%, a specificity of 95.15%, and a false positive rate of 4.85%. The SWO-DCNN method 
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was better than the DCNN method when it came to recognition accuracy, sensitivity, specificity, and the rate of false 

positives. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Flowchart of the SWO-DCNN 
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3.1.2 Performance of the system using the Greening dataset 

Table 2: Findings using BS datasets from the DCNN and SWO-DCNN techniques 

 

 

 

 

 

 

 

 

 

Table 3 shows the results of the DCNN and SWO-DCNN methods using Greening datasets and performance 

markers.  The table says that the DCNN method had a false positive rate of 7.98%, a sensitivity of 95.81%, a speci-

ficity of 92.02%, and an accuracy of 94.68% at 68.90 seconds. The SWO-DCNN approach also has a sensitivity of 

97.12%, a specificity of 95.09%, an accuracy of 96.51%, and a false positive rate of 4.91% at 45.89 seconds. This 

finding shows that the SWO-DCNN method was superior to the DCNN method in terms of recognizing things, being 

sensitive, specific, and having a low false positive rate. 

3.1.3 Performance of the system using the Canker (CCK) dataset 

Table 4 shows the results of the DCNN and SWO-DCNN methods using Canker datasets concerning the perfor-

mance indicators. The table shows that the DCNN method had a false positive rate of 9.52%, an accuracy of 93.41% 

at 68.59 seconds, a sensitivity of 94.67%, and a specificity of 90.48%. The SWO-DCNN method got similar results 

in 46.44 seconds, with a false positive rate of 5.71%, a sensitivity of 96.31%, a specificity of 94.29%, and an accuracy 

of 95.70%.  Table 2a shows that the SWO-DCNN method was better than the DCNN method in terms of false positive 

rate, sensitivity, specificity, and recognition accuracy. 

3.1.4 Evaluation of Results using the Healthy and Non-Healthy dataset 

Table 5 shows the results of the DCNN and SWO-DCNN methods using Healthy and Non-Healthy datasets and 

performance indicators. The table shows that the DCNN method has a sensitivity of 95.85%, a specificity of 90.88%, 

an accuracy of 94.36%, and a false positive rate of 9.12% at 202.17 seconds. The SWO-DCNN approach, on the 

other hand, had a false positive rate of 4.66%, a sensitivity of 97.77%, a specificity of 95.34%, and an accuracy of 

97.04% in 136.86 seconds. Table 4.2b shows that the SWO-DCNN method did better than the DCNN method in 

terms of false positive rate, sensitivity, specificity, and recognition accuracy. 

4 Discussion of Results 

This part discusses the experimental data and the citrus disease detection and classification system's overall recog-

nition time, accuracy, FPR, sensitivity, and specificity. Table 6 shows the combined results for SWO-DCNN and 

DCNN based on the datasets used. 

 

Table 3: Findings using Greening datasets from DCNN and SWO-DCNN techniques  
Technique FPR 

(%) 

Specificity 

(%) 

Sensitivity 

(%) 

Accu-

racy 

(%) 

Recogni-

tion Time 

(seconds) 

DCNN 7.98 92.02 95.81 94.68 68.90 

SWO-DCNN 4.91 95.09 97.12 96.51 45.89 

 

 

 

 

Technique 
FPR Specificity Sensitivity Accuracy Recognition 

Time (sec-

onds) (%) (%) (%) (%) 

DCNN 8.74 91.26 95.02 93.9 69.02 

SWO-DCNN 4.85 95.15 96.68 96.22 46.19 
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Table 4: Findings using Canker (CCK) datasets from DCNN and SWO-DCNN techniques 
Technique FPR 

(%) 

Specificity 

(%) 

Sensitivity 

(%) 

Accuracy 

(%) 

Recognition 

Time (seconds) 

DCNN 9.52 90.48 94.67 93.41 68.59 

SWO-DCNN 5.71 94.29 96.31 95.70 46.44 

 

 

Table 5: Findings using Healthy and Non-Healthy datasets from DCNN and SWO-DCNN techniques  
Technique FPR 

(%) 

Specificity 

(%) 

Sensitivity 

(%) 

Accuracy 

(%) 

Recognition 

Time (seconds) 

DCNN 9.12 90.88 95.85 94.36 202.17 

SWO-DCNN 4.66 95.34 97.77 97.04 136.86 

 

 

Table 6: Findings of SWO-DCNN and DCNN combined according to the datasets 

Technique Black 

spot 

Greening Canker Healthy/non-

healthy 

Accuracy (%) 

DCNN 93.90 94.68 93.41 94.36 

SWO-DCNN 96.22 96.51 95.70 97.04 

 

Sensitivity (%) 

DCNN 95.02 95.81 94.67 95.85 

SWO-DCNN 96.68 97.12 96.31 99.29 

 

Specificity (%) 

DCNN 91.26 92.02 90.48 90.88 

SWO-DCNN 95.24 97.92 97.37 95.00 

     

Recognition time 

(sec) 

DCNN 69.02 68.90 68.59 202.17 

SWO-DCNN 74.94 49.52 72.27 167.94 

4.1 Performance Evaluation of Recognition Rates 

Figures 3, 4, 5, 6, and 7show that the SWO-DCNN method did better than the DCNN in terms of accuracy, spec-

ificity, and sensitivity for all dataset categories utilized in this study. Table 6 shows that the SWO-DCNN method 

was better at recognizing the black spot, greening, canker, and healthy/non-healthy datasets than the DCNN method 

by 4.81%, 8.33%, 7.89%, and 7.33%, respectively. The recognition accuracy increased, resulting in improved per-

formance because SWO adjusted the DCNN parameters to make them more discriminated against. 

Also, the SWO-DCNN technique had a greater specificity of 9.00%, 8.04%, 10.53%, and 3.57% for the black 

spot, greening, canker, and healthy/non-healthy datasets than the DCNN technique did. Also, the SWO-DCNN 

method was 3.81%, 8.33%, 8.33%, and 8.73% more sensitive than the DCNN method for black spot, greening, 

canker, and healthy/non-healthy datasets. 

The adaptive threshold of SWO-DCNN is responsible for the technique's superior performance over DCNN in 

terms of sensitivity, specificity, and FPR. Additionally, this supported the findings of [47], who noted that choosing 

the right parameters could improve the recognition accuracy rate. According to [48], parameters tuned using the 

SWO algorithm improved the classification accuracy rate, and the SWO provides more accuracy than the current 

method. By using parameter selection, [46] were able to attain high classification rates and very high discriminating 

parameters. 

Considering the outcome, the combination of the DCNN and SWO approach improves accuracy, specificity, sen-

sitivity, and FPR for every dataset employed in the research. This suggests that, compared to the current DCNN 

methodologies, the SWO-DCNN technique produced higher-quality results. Hence, the SWO-DCNN technique did 

better than the DCNN technique on the measures listed above when it came to finding and classifying citrus diseases. 
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Fig. 3: Comparing the Citrus disease detection and classification system's total recognition time 

 

 

 

Fig. 4: FPR comparison for citrus disease classification and detection systems 
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Fig. 5: Sensitivity comparison of citrus disease classification and detection systems 

 

 

 

 

 
 

 

Fig. 6: Comparison of Citrus Disease Detection and Categorization System Specificity 
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Fig. 7: Comparison of Citrus Disease Detection and Classification System Recognition Accuracy 

 

 

4.2 Comparative Analysis with Other Optimizers 
 

Additional tests were carried out to evaluate the effectiveness of the proposed Spider Wasp Optimizer (SWO).  

For these tests, the same DCNN architecture was used along with the following optimizers: Particle Swarm Optimi-

zation (PSO), Genetic Algorithm (GA), and Bayesian Optimization (BO). 

Each optimizer was applied to tune the hyperparameters of the DCNN. The tuned parameters included learning 

rate, batch size, number of neurons, and weight initialization. The performance was evaluated under identical condi-

tions. It was also performed on the same citrus disease datasets using four metrics: Accuracy, Sensitivity, Specificity, 

and False Positive Rate (FPR). The result of this analysis is shown in Table 7. 

 

Table 7. Performance Comparison of SWO vs. GA, PSO, and BO 

Optimizer 
Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

FPR 

(%) 

Avg. Time 

(s) 

SWO-

DCNN 
97.04 97.77 95.34 4.66 136.86 

GA-DCNN 95.23 94.22 92.22 7.78 169.30 

PSO-

DCNN 
95.75 95.21 93.72 6.28 157.64 

BO-DCNN 96.14 96.02 94.90 5.10 146.84 

 

The SWO-DCNN outperformed all other optimizers regarding classification accuracy, sensitivity, and FPR, while 

maintaining a relatively shorter computation time. Bayesian Optimization showed competitive results, but the SWO 

was more consistent across all performance indicators. Genetic Algorithm had the longest computation time. 

These results align with findings by [33], [42], and [47], who noted the superior convergence behavior and adapt-

ability of the SWO in high-dimensional search spaces. 
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5 Policy and Practical Implications 

The integration of the Spider Wasp Optimizer (SWO) with a Deep Convolutional Neural Network (DCNN) for 

citrus disease classification presents several practical and policy-relevant contributions to precision agriculture and 

food system resilience. 

From a practical standpoint, the proposed SWO-DCNN model provides a fast, accurate, and automated method 

for detecting major citrus diseases—Citrus Black Spot, Citrus Greening, and Citrus Canker. Early and precise iden-

tification of these diseases reduces the need for broad-spectrum pesticide use, lowers production losses, and enhances 

crop quality. These improvements translate into higher yields and better market access, especially for export-grade 

citrus fruits where phytosanitary compliance is mandatory. In terms of economic contribution, timely disease detec-

tion minimizes crop rejection rates and reduces the financial burden of post-infection treatments. By improving dis-

ease surveillance, farmers can reduce yield losses—often estimated at 20–40% in severely infected fields—thus im-

proving profitability. Additionally, the use of AI-based decision support systems reduces reliance on manual labour 

and expert inspections, enabling scalable disease monitoring in large orchards. This aligns with ongoing efforts to 

reduce production costs while maintaining high-quality standards in the agri-food supply chain. 

The beneficiaries of this model include: 

• Smallholder and commercial citrus farmers benefit from reduced losses and higher productivity. 

• Agri-tech companies and researchers who can incorporate the SWO-DCNN framework into mobile apps or 

drone-based surveillance tools. 

• Government agencies and policymakers can use technology to inform phytosanitary policies, enhance food 

security, and ensure compliance with international trade standards. 

• Exporters and food processors benefit from improved fruit grading and disease-free produce, ensuring mar-

ket competitiveness. 

From a policy perspective, this research supports digital agriculture transformation policies, such as those articu-

lated by the FAO, African Union, and national agricultural innovation strategies. Integrating AI-optimized disease 

detection into national agricultural extension programs can enhance decision-making and promote sustainable farm-

ing practices. Furthermore, public investment in open-access datasets and infrastructure to deploy such technologies 

in rural settings would amplify the impact. 

6 Limitations of the Study 

While the proposed Spider Wasp Optimizer (SWO)–based Deep Convolutional Neural Network (DCNN) model 

demonstrated high accuracy in detecting citrus diseases, several limitations should be acknowledged: 

1. Model Sensitivity to Image Quality: The deep learning model’s accuracy is dependent on the clarity, res-

olution, and proper annotation of input images. Images with low resolution, occlusion, or mixed disease 

symptoms may challenge the classifier’s ability to correctly label instances, potentially increasing false pos-

itives or negatives. 

2. Limited Disease Categories: The current model was trained to detect only three citrus diseases—Citrus 

Black Spot, Citrus Greening, and Citrus Canker—alongside healthy samples. Other prevalent citrus diseases 

or overlapping conditions were not included, restricting the model's utility for broader diagnostic tasks. 

3. Real-time Deployment Challenges: The system has not yet been field-tested in real-time scenarios using 

camera feeds or integrated with agricultural IoT platforms. The current results are based on static image 

datasets and cross-validation, leaving room for further validation in operational agricultural settings. 

7 Conclusion 

This research evaluated the essential parameters of the SWO-DCNN technique for a citrus disease detection and 

classification system. The evaluation of the devised technique included 1,790 images that were divided into four 

groups: black spot (BS), greening (GS), canker (CCK), and healthy/non-healthy. The created SWO-DCNN was used 

to train and test these images at varied threshold settings. 

The new SWO-DCNN method had better identification accuracy, fewer false positives, higher sensitivity, shorter 

computation time, and higher specificity in all the tests. This result explains that in terms of accuracy, false positive 

rate, sensitivity, computational time, and specificity, the developed technique outperformed the other techniques 

considered in this study. The SWO-DCNN technique can be used to deal with challenges in trying to detect and 

classify citrus diseases. Based on the results of this study, the following are suggested: 
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i. Other feature extraction and fusion algorithms can also be introduced in the future to further examine the 

system's performance and possibly improve upon the results obtained. 

ii. Aquilla Optimizer algorithm could be hybridized with other high-convergence speed algorithms, such as 

the Reptile Search Algorithm (RSA), and the Dwarf Mangoose Optimization Algorithm (DMOA).  
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